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ABSTRACT

In complex acoustic environments, spatial filtering offers
a great potential for improving speech intelligibility with
hearing devices. However, as the performance increases,
knowledge of the user’s personal listening preferences
and identification of the attended and ignored sources
becomes critical. In this approach, the hearing-device
user’s gaze and head movement behavior is set into the
context of the current communication situation. Ideally,
this would include knowledge of source positions, source
types, but potentially also high-level features. Here, the
context is provided by acoustic direction-of-arrival esti-
mation. This way, the attended source can be identified
from a mixture of sources in an audiovisual scene. Since
the algorithm is driven by behavior, special care must be
taken during its evaluation to ensure that user behavior
is as ecologically valid as possible. This is achieved by
establishing an interactive turn-taking conversation in vir-
tual reality by representing remote interlocutors through
their real-time animated avatars. The system provides ac-
cess to isolated speech and noise signals, which allows
for an instrumental evaluation, even in natural interactive
turn-taking conversations. In addition, conversation suc-
cess was analyzed. Results show that the proposed algo-
rithm can provide a benefit in terms of SNR as well as
conversational success.
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1. INTRODUCTION

In complex listening situations, the greatest hearing de-
vice benefit can typically be achieved with directional fil-
ters. The problem is that as the selectivity of the direc-
tional filters increases, the potential benefit increases. On
the other hand, the dependence on a particular motion be-
havior also increases.

Behavior-dependent hearing devices are difficult to
evaluate because they require subjects to behave as they
would in natural conversational situations. However,
movement behavior is often dictated by the experimental
paradigm. The goal of this study is to improve ecologi-
cal validity in the evaluation of such behavior-controlled
hearing devices [1], while maintaining the sensitivity of
the applied measures. The approach to increase ecolog-
ical validity is to implement natural interactive commu-
nication between three speakers in a virtual reality (VR).
This allows direct access to the clean speech signals and
the noise signals independently so that signal-to-noise ra-
tio (SNR) can be measured.

Ecological validity cannot usually be measured di-
rectly because it requires measurement in a natural situ-
ation without the influence of the measuring instrument
and task. However, indicators of increased ecological va-
lidity can be used instead: Vertegaal et al. [2] were able to
show that in a free conversation between four participants,
the currently active speakers are looked at about 62% of
the time, while the addressed participants are looked at
about 40% of the time.

In this study, we compare SNR benefit from direc-
tional filtering as measured in interactive conversations in
VR with the benefit in terms of speech reception thresh-
olds (SRTs) measured using the Oldenburg sentence test
(OLSA, [3]). Since the speech material of the sentence
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test is presented from the same positions and using the
same room acoustic conditions, we hypothesize that the
SRT benefit provided by directional filtering is compa-
rable with SNR benefit measured during free interac-
tive conversation. Furthermore, we analyze head move-
ment and gaze behavior, for comparison with behavior
described in literature [2]. We hypothesize that typi-
cal communication-related gaze behavior can be achieved
also in this method of conversation via telepresence.

2. METHODS

2.1 General design and apparatus

The study involved a series of approximately 5-min-long
triadic conversations between the participant and two con-
federates about casual topics. The participant was seated
in a VR laboratory, the ‘Gesture Lab’ at the University
of Oldenburg [4], surrounded by a loudspeaker array with
a ring of 16 loudspeakers at ear level and 29 additional
loudspeakers on a sphere. In front of the loudspeakers a
cylindrical projection screen was mounted for a video pro-
jection with a field of view of 300 degrees.

The head movement of the participant was tracked by
an optical tracking system (Qualisys Miqus M3). The po-
sition of a lightweight marker crown was tracked by six
infrared cameras. Gaze direction relative to the head was
estimated from electrooculography (EOG) data.

Two interlocutors were experimenters, who partici-
pated remotely in a separate room. They were repre-
sented in virtual reality by an avatars each. The exper-
imenters were seated at distances and angles that corre-
sponded to the virtual scene in order to elicit appropriate
movements, and saw the participant via a transmitted cam-
era image. The experimenters’ audio was captured by an
AKG headset. It was filtered and calibrated to produce a
natural sounding audio signal in the lab. Head movements
were captured with an inertial measurement unit (IMU)
attached to the headset to animate the head movements of
the avatars. The participant’s audio was picked up with a
microphone close to the mouth, for analysis and transmis-
sion to the experiments.

The ‘ovbox’ system was used to transmit the experi-
menters’ audio and head movement to the virtual acoustic
simulation [5]. This system allows low-delay exchange of
audio signals, simulation of virtual acoustic environments,
and low-delay exchange of arbitrary User Datagram Pro-
tocol (UDP)-based network data between multiple clients.
With this system, delays between the microphone signal at

one end and the loudspeaker signal at the other end have
been achieved of about 20 ms, which is far below the de-
lays achieved by typical videoconferencing systems. The
delay between an actual head movement of the experi-
menter and the animated movement in the lab was 180 ms.

2.2 Virtual environment

The conversation was virtually set in a pub environment
modeled after an existing location in Oldenburg [6]. Dif-
fuse cafeteria background noise [7] was added with a
sound level of 66 dB SPL C-weighted. The virtual acous-
tic environment was simulated using the Toolbox for
Acoustic Scene Creation and Rendering (TASCAR) [8].
This software was also used for session management, data
logging, and interfacing with all sensors and data streams.

The visual environment was rendered using the
Blender game engine, version 2.79b [9]. Animation data
was sent from TASCAR to Blender via OSC. The lips of
the avatars were animated using a speech-based real-time
lip simulation method [10].

2.3 Hearing device algorithms

All algorithms of this study were simulated in the play-
back system. For this purpose, the head orientation was
measured and the direction-dependent gain was calculated
in real time. Three different algorithms were realized. In
the setting with the label ‘none’, no modifications to the
playback signal were made. The ‘dir1’ algorithm simu-
lates the polar pattern of a cardioid microphone, with a
null in the rear hemisphere, and 6 dB attenuation at +-
90 degrees. In the third setting, labeled ‘dir2’, 6 dB atten-
uation was achieved at +-45 degrees. The attenuation of
‘dir1’ and ‘dir2’ was limited to -12 dB in the rear hemi-
sphere. The steering direction of these virtual directional
microphones was aligned with the head, as it would be the
case for a fixed beamformer in a head-worn device.

2.4 Performance metrics

To assess the benefit of the different signal enhancement
strategies, two measures were used in this study. The SRT
was measured with the OLSA [3]. This matrix tests con-
sists of syntactically correct nonsense-sentences of five
words. We used the open version, i.e., the sentence was re-
peated by the participant and entered by one of the experi-
menters. Two lists of 20 sentences each were measured
in a simultaneous interleaved measurement paradigm.
OLSA sentences spoken by a male speaker were presented

2774



10th Convention of the European Acoustics Association
Turin, Italy • 11th – 15th September 2023 • Politecnico di Torino

from the location of the male avatar, and OLSA sentences
spoken by a female speaker were presented from the loca-
tion of the female avatar. The speech level was adjusted to
achieve 80% correct responses. The SRT benefit was cal-
culated from the difference between the SRT in a signal
enhancement condition and the SRT in the corresponding
condition without signal enhancement.

To measure the SNR benefit in real time during
conversation conditions, four additional virtual omni-
directional microphones were added to the virtual acoustic
environment. Two of these microphones recorded only the
target speech components in the scene, and the other two
microphones recorded only the noise components. One of
the two microphones in each signal set was subjected to
the same virtual signal enhancement algorithm as the ren-
dering system, controlled by the same head movement.
In this way, these microphones recorded the sound sig-
nals that would have been present in a free field at the
actual listening position, including the test participant’s
head movements, but without the head-shadow effect. The
RMS levels of the microphone output signals were mea-
sured in 5.3 ms time windows. The SNR with and with-
out processing was calculated by taking the difference be-
tween the logarithmic short-term levels of the microphone
of the target signals and the microphone of the noise sig-
nals. To estimate the SNR benefit, only those time win-
dows were taken in which at least one of the experimenters
spoke and the subject did not speak. This selection was
performed automatically based on the smoothed individ-
ual speech levels. The speech portions when the confeder-
ates spoke and the participant was listening were used for
analysis of the SNR. This approach to determine the SNR
benefit does not require a reference condition.

The direction of gaze relative to the head was ex-
tracted from the EOG signals by first removing the drift
signal and then linearly mapping EOG voltage to gaze an-
gle. Gaze direction in global coordinates was calculated
by adding head rotation to gaze angle. A gaze toward the
speaker was detected when the estimated gaze direction
did not differ more than 15 degrees from the direction of
the speaker.

2.5 Experimental conditions

Several experimental conditions were tested in the exper-
iment. Each condition lasted approximately five minutes.
The experiment always started with a training conversa-
tion condition, followed by a training SRT condition. All
other conditions were randomized. The noise level Ln

was varied so that it was either 40 dB SPL C-weighted
or 66 dB SPL C-weighted. A list of all conditions can be
found in Table 1. The total duration of the experiment was
about 45 minutes.

Table 1. Overview of all test conditions.
none dir1 dir2

conv., Ln 40 dB X
conv., Ln 66 dB X X X
SRT, Ln 66 dB X X X

2.6 Participants

This study is a pilot test with five test participants. All
of the participants were students from Oldenburg Uni-
versity, mean age 25.2 a (standard deviation 2.6 a), with
self-reported normal hearing, and normal or corrected-to-
normal vision.

3. RESULTS

To validate that the free conversation was roughly bal-
anced across interlocutors, the speech contributions of the
interlocutors in each condition were measured and related
to the total duration of the respective condition. The data
are shown in Figure 1. The median values range between
0.16 and 0.3, with a large overlap of the interquartile
ranges in most conditions. There is a slight dominance
of interlocutor 2, but the speech contributions are still rea-
sonably balanced.

Absolute SRTs were at -4.4 dB (standard deviation
1.3 dB) without beamformer, at -9.9 dB (1.6 dB) with
dir1 and at -15.0 dB (1.1 dB) with dir2. The SNR during
the listening phases in the interactive conversation was at
0.5 dB (0.7 dB) without beamformer, at -1.3 dB (2.5 dB)
with dir1, and at -0.6 dB (0.7 dB) with dir2.

The algorithm benefit is shown in Figure 2. In the left
panel, the benefit in SRT is shown. The median SRT bene-
fit is about 5.5 dB for the dir1 algorithm, and 10 dB for the
dir2 algorithm. In the right panel, the SNR benefit from
the algorithm during free conversation is shown. Here, the
median SNR benefit is 4.5 dB for dir1 and 10 dB for dir2,
which is comparable to the SRT benefit.

The benefit by the algorithm dir1 is comparable to the
benefit provided by real hearing devices. An artifact-free
benefit of 10 dB is more than hearing devices can typically
achieve.

2775



10th Convention of the European Acoustics Association
Turin, Italy • 11th – 15th September 2023 • Politecnico di Torino

1 2 3

interlocutor

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

re
l.
 s

p
e

a
k
in

g
 t

im
e

Noise_None

1 2 3

interlocutor

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

re
l.
 s

p
e

a
k
in

g
 t

im
e

Noise_dir1

1 2 3

interlocutor

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

re
l.
 s

p
e

a
k
in

g
 t

im
e

Noise_dir2

1 2 3

interlocutor

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

re
l.
 s

p
e

a
k
in

g
 t

im
e

Quiet_None

Figure 1. Talking time divided by the total duration
of the conditions, in the four different conditions of
free conversation (1 = test participant, 2,3 = experi-
menter).

Finally, the proportion of gaze direction to the active
speaker is shown in Figure 3. According to [2] the pro-
portion is about 62%. It can be noticed that in free conver-
sation comparable values are reached in this experiment,
but in the OLSA conditions some participants have much
lower values, caused by a static forward gaze. This ef-
fect is visible by the large spread of the data in the OLSA
conditions.

4. DISCUSSION

In this experiment, the SNR benefit during free interactive
conversation was measured using a free-field microphone
with the same directivity as that presented to the subject.
The benefit is comparable whether measured by SRT or
SNR. However, there is a slightly greater benefit of the
algorithm in the SRT, which may be due to the simulated
free-field microphone, which did not include effects such
as head shadow, etc. Future studies will use simulated or
measured HRTF to simulate the SNR benefit, which will
likely provide more reliable results.

The SRTs measured with the OLSA speech matrix
test were significantly lower than the SNRs during the
active conversation, despite measuring the speech test at
80% word score convergence. Resulting in such low
SNRs is a critical problem for evaluation of hearing de-
vices, which often can not operate optimally in such unre-
alistic low SNRs.
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Figure 2. SRT benefit (left panel) and SNR benefit
during free conversation (right panel). The benefit
if dir1 corresponds to benefit which can typically be
achieved by real hearing devices.

The benefit of real hearing aid signal enhancement al-
gorithms can also be evaluated by using hearing aid re-
lated transfer functions (HARTF) instead of HRTF. In this
case, the two instances of the algorithm must be run si-
multaneously, which allows the SNR after processing to
be estimated using the method of Hagerman and Olof-
son [11]. Again, the virtual receiver that generates the
input signals to the signal enhancement algorithms would
contain all the movement behavior applied by the test sub-
jects. Thus, the proposed approach is not limited to the
algorithms simulated in the rendering system.

5. CONCLUSIONS

By conducting interactive conversations in virtual reality
using telepresence technology, we measured the benefit
of signal enhancement algorithms in terms of SNR di-
rectly from ongoing triadic conversations. The benefit in
terms of SNR was found to be similar to the benefit in
terms of the SRT, while maintaining a more natural and
communication-related head movement and gaze behav-
ior. This suggests that the proposed method can lead to
a more ecologically valid algorithm benefit estimate, yet
under laboratory conditions and in a reasonable amount of
time.
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Figure 3. Amount of gaze to the active speaker while
the participant was listening, in the different condi-
tions.
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