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ABSTRACT* 

From classrooms to playgrounds, children 
communication occurs in noisy environments. Yet 
children and adolescents experience more difficulties than 
adults when perceiving speech in noise. Speech 
intelligibility in noise is likely influenced by selective 
auditory tracking, an aspect of auditory scene analysis that 
only starts improving at adolescence. Interestingly, 
musical abilities also seem to contribute to the 
development of speech perception in noise. The aim of 
this study was to investigate the respective contribution of 
auditory scene analysis (via stream segregation and 
selective auditory tracking) and perceptual musical 
abilities on the development of speech intelligibility in 
noise. Our results suggest a developmental improvement 
on the mechanisms of auditory scene analysis and speech 
intelligibility in noise. Furthermore, musical abilities 
predict auditory scene analysis, which in turn predicts 
speech-in-noise perception. Importantly, the mechanisms 
involved in auditory scene analysis and speech perception 
in noise likely continue to develop throughout 
adolescence, see Tiernye et al., 2019 
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1. INTRODUCTION 

Perceiving speech in noisy environments is a fundamental 
ability for human communication. However, this task can 
be challenging due to the interference of background 
noise, which degrades the quality of the speech signal and 
impedes its intelligibility. The development of speech 
perception in noise is a complex process that involves 
various perceptual, neural and cognitive mechanisms. 
Understanding how the perception of speech in noise 
develops is an important topic of research in the field of 
auditory cognition and speech perception. 
 
In complex auditory environments, sound waves are 
mixed before reaching the ears. In the presence of 
interfering sounds, listeners must segregate concurrent 
auditory streams, to selectively track the stream of interest 
over time, hence performing what is called the auditory 
scene analysis[1]. Auditory tracking refers to the ability to 
follow a target stream over time, while ignoring 
concurrent streams. How auditory scene analysis 
develops in the first decades of human life remains poorly 
understood.  
 
The peripheral auditory system is functionally mature 
soon after birth [2], but complex auditory processes such 
as speech perception in noise follow a protracted 
developmental trajectory [3]. Speech intelligibility in noise 
progressively improves between 9 and 17 years of age. 
The exact timing of maturation remains uncertain[4-6], and 
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likely depends on the nature of the background noise. The 
ability to perceive speech in the presence of interfering 
talkers may improve until at least 13 years[7-8], possibly 
even 16-17 years of age[9-11].Overall, immature attentional 
abilities, which could be associated with neural network 
development, may contribute to difficulties encountered 
by young listeners in noisy environments[12-13] .  
 
To our knowledge, no study has specifically examined the 
ability of young individuals to selectively track an 
auditory in the presence of a similar interfering stream. 
Children aged between 9 and 11 years exhibit poorer 
stream segregation performance compared to adults. 
Children need larger frequency separations to distinguish 
two streams from each other. Developmental differences 
in stream segregation may be due to immature auditory 
scene analysis abilities in children[14-15]. 
 
 
Amongst the many factors that influence auditory 
perception is musicianship. Musicians are thought to 
exhibit better auditory abilities than non-musicians[16-17]. 
As such, musical training likely enhances speech 
perception in noise. Several studies have demonstrated a 
musician advantage in speech perception in noise with 
multiple interfering talkers or speech-shaped noise[18-19]. 
Indeed, musicians are more sensitive to changes in pitch, 
timing, and other acoustic characteristics of speech 
compared to non-musicians[20-21]. Some studies suggest 
that music and speech processing share common neural 
structures, which could explain the positive impact of 
musical training on speech abilities[22][23]. However, the 
transfer of musical abilities to speech perception in noise 
is still debated[24]. 
 
Only a few studies have investigated the impact of 
musical expertise on auditory scene analysis mechanisms. 
They have shown that musicians perform better than non-
musicians in auditory segregation tasks based on 
harmonicity. Musicians require a smaller frequency 
difference to perceive two sounds as distinct[20]. 
Additionally, the ability of auditory tracking was found to 
be correlated with the number of years of musical 
training[21]. 
 
One limitation of existing studies is the categorization of 
individuals into musicians versus non-musicians, which 
may not accurately reflect the full range of musical 
abilities within the population[25, 26]. Some individuals 
may have good musical perceptual skills without formal 
musical training. Therefore, musical abilities should be 

considered as a continuous auditory perceptual skill that 
can be developed and improved through practice, rather 
than a binary characteristic[27-28]. Last, the criteria for 
musicianship categorization varies widely across studies.  
 
Our study aims to (i) assess young listeners' auditory 
scene analysis (by means of stream segregation and 
selective auditory tracking) and (ii) how this process 
relates to the development of speech perception in noise, 
(iii) taking musical abilities into account. 
 
We hypothesize that there is a developmental effect on 
speech perception in noise and auditory scene analysis. 
Musical abilities may predict auditory scene analysis 
skills, as musicians have been shown to have superior 
auditory abilities and these skills may transfer to other 
auditory tasks, such as speech perception in noise. 

2. METHOD 

A total of 76 children (ages ranging from 8 to 12 years) 
and 73 adults (ages ranging from 18 to 28 years) took part 
in this experiment. Adult participants were recruited from 
the participant pool of Université Libre de Bruxelles 
(ULB). Children were recruited from several schools in 
Brussels. The study was approved by the ethical 
committee of ULB Faculty of Psychology and the ethical 
committee of Hopital Universitaire des Enfants Reine 
Fabiola. Before the experiment, informed consent was 
obtained from all participants.  
 
Participants reported no hearing, neurological or 
developmental disorders. All participants presented 
normal audiometric thresholds as measured using the 
smartphone-based application Mimi Hearing Test. All 
participants had normal working memory evaluated by 
WAIS-IV (adults) and WISC-V (children). 
 
All participants were native speakers of French. All 
completed all experimental tasks. They took part in the 
study within their educational institution (school or 
university). Stimuli was presented through headphones 
connected to a tablet. 
  

2.1 Stimuli 

2.1.1 Musical perceptive scale 

Participants completed the MICRO-PROMS battery[29] 
which objectively evaluates musical perceptive abilities. 
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It is a shorter version (approximately 10 minutes) than the 
original PROMS battery[27]. The MICRO-PROMS 
provides an objective scale of musicality for measuring 
the perception of distinct musical dimensions, using a 
3IAFC procedure.  
 
2.1.2 Auditory segregation 
  
Auditory segregation stimuli were based on a stochastic 
figure-ground task[30]. Trials consisted of a 2 s long 
sequence of chords with 0 ms of inter-chord interval. Each 
chord lasted for 50 ms and contained 5 to 15 pure tones 
components. In 2/3 of trials (40 trials) a figure was 
overlaid on the background. The figure consisted of the 
coherent repetition of 8 pure tones that were repeated over 
7 chords (hence lasting 350 ms). The figure appeared 
between 750 ms and 1 s after the onset of the trial. The 
remaining 1/3 of trials consisted merely of the background 
presentation, without any figures.  
 
Participants were asked to indicate whether each trial 
contained a figure. At the beginning of the task, 
participants were presented with 5 familiarization trials. 
Feedback was provided after every trial. This task was 
implemented in the online testing platform Gorilla[33]. 
 
2.1.3 Auditory tracking  
 
 The stimuli for the auditory tracking task were adapted 
from [31]. Participants were asked to listen to a mixture 
consisting of two competing synthetic voices whose 
fundamental frequency (F0) and first formants changed 
progressively over a 2 s duration.  
At the beginning of each trials, a cue was displayed before 
the mixture. It corresponded to the initial portion (400ms) 
of the target stream. The cue indicated which stream the 
participant needed to pay attention to. The mixture was 
then followed by a probe, which corresponded to the final 
portion of either the cued or the uncued stream. 
 Participants were instructed to identify whether the probe 
corresponded to the final portion of the target stream or 
the interfering stream. To facilitate auditory tracking of 
the cued stream, it started 50 ms before the uncued stream 
in the mixture. The signal-to-noise ratio (SNR) was 0 dB 
SNR.  
Participants were first presented with 5 training trials. 
Feedback was provided to the participants. This task was 
also implemented in a game-based version on the Gorilla 
platform.  
 As a familiarization, a 1-stream version of this task was 
presented as a baseline condition. Similarly to the “2-

streams” condition, the target streams were preceded by a 
cue that corresponded to the initial portion of the target 
stream. In this condition, the probe corresponded to the 
final portion of the cued stream or to a random stream. 
Participants were asked to determine whether the probe 
coincided with the target voice or not.  

  
2.1.4 Speech perception 
 
 The paradigm was similar to that used by Calcus et al, 
2016[32]. Participants were instructed to listen to a set of 
32 vowel-consonant-vowel logatomes in three acoustic 
environments: in quiet, in the presence of an interfering 
speaker (1-talker), and in the presence of speech-shaped 
noise (SSN). The logatomes consisted of two repetitions 
of 16 /aCa/ utterances. The C corresponded to consonants 
from the following list: /p, t , k, b, g, f, s, m, n, r, l, v, z, j, 
∫/. The logatomes were spoken by a French speaker and 
lasted no longer than 500ms.  
The one-speaker masker consisted of recordings of 
French media clips produced by French male speakers. 
The SSN masker was a derivation of the 1-talker 
recordings. A new signal was created by keeping the 
power spectrum but randomizing the phases. To generate 
the envelope-modulated SSN, a fast Fourier transform 
was used. In both noise conditions, the masker lasted 2s.  
The participants' task was to identify the consonant 
pronounced by the speaker. They indicated their 
responses on a confusion matrix. No feedback was 
provided during this task. 

3. RESULTS 

3.1 Statistical analyses 

First, a univariate ANOVA was computed to evaluate the 
effect of age and noise condition on speech intelligibility 
in noise. Speech intelligibility significantly improved 
with age regardless of the acoustic condition [F(1, 122) = 
52.66, p < 0.001]. 
A linear regression model was conducted to investigate the 
effect of age on auditory segregation. Auditory segregation 
significantly increased with age [F(1, 132) = 49.99, p  < 
0.001]. 
Similarly, a linear regression model was performed to 
investigate the effect of age on auditory tracking. 
Auditory tracking significantly increased with age [F(1, 
132) = 12.93, p <0.001]. For a description of the statistical 
data, refer to Table 1. 
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To determine the relationship between auditory scene 
analysis, speech perception in noise and musical 
perception abilities, we used structural equation 
modelling (SEM) with path analysis. Path analysis is a 
statistical technique that enables investigation of the 
strength and direction of relationships between variables. 
It helps to identify the ways in which one variable may 
influence another, and how this influence is transmitted 
through a system[34-35].  
 
To simplify our model, we organized certain variables 
into latent variables, namely Auditory Scene Analysis 
mechanisms and Speech perception. Auditory segregation 
and auditory tracking are observable variables that reflect 
the intricate process of auditory scene analysis, which 
cannot be directly measured. Similarly, we grouped the 
three consonant perception conditions under the latent 
variable "Speech Intelligibility”. By grouping observable 
variables under latent variables, we can succinctly and 
accurately represent the causal relationships between 
variables, facilitating a clearer and easier interpretation of 
our analysis[35]. 

A structural equation model was used to examine the 
relationship between musical perception abilities, 
auditory scene analysis, and speech perception (see Table 
2 for standardized beta and p-values). The model (see 
Figure 1) demonstrated a good fit to the data, with values 
of SBS-2 (11) = 14.351 p = .214; CFI = .983; RMSEA = 
.05; SRMR = .032. The analysis revealed a significant 
direct path between musical perceptual abilities and 
auditory scene analysis (= 0.27, p = .026). Additionally, 
the relationship between musical perceptual abilities and 
speech perception was found to be mediated by auditory 
scene analysis ( = 0.55, p = .028). These results suggest 
that there is a pathway from musical perceptual abilities 
to speech perception via auditory scene analysis. Last, the 
model revealed a significant direct path between age and 
auditory scene analysis (= 0.59, p <.001) and between 
age and speech intelligibility (= 0.31, p = .037). 

 

 

 

 

 

3.2 Figures and tables 

Task name Group Mean Std. 
Deviation 

Auditory 
tracking 

Children 55.59 9.85 
Adults 62.72 15.48 

Auditory 
Segregation 

Children 62.43 11.18 
Adults 76.25 10.83 

Speech-in-quiet Children 93.35 6.38 
Adults 97.57 4.06 

Speech-in-noise 
(1-talker) 

Children 79.26 13.66 
Adults 93.44 8.21 

Speech-in-noise 
(speech-shaped-
noise) 

Children 75.41 10.64 
Adults 85.05 11.23 

Table 1 : Descriptive results (mean and standard deviation) 
of the different tasks by age groups.  

 
Latent 

variables 
Measured 
variables 

Beta 
standardized 

p-value 

Auditory 
Scene 
Analysis 

Auditory 
Tracking 

.53  < .001 

 Auditory 
Segregation 

.73 < .001 

Speech 
perception 

Speech in 
quiet 

.59 < .001 

 Speech in 1-
talker 

.73 = .002 

 Speech in 
speech-
shaped noise 

.62 < .001 

Table 2: Table of standardized beta values and p-values 
for latent variables and their composites. The beta values 
represent the strength and direction of the relationship 
between the latent variable and the criterion variable, with 
positive values indicating a positive relationship and 
negative values indicating a negative relationship. 
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Figure 1: Structural equation modeling (SEM) path analysis 
diagram representing the relationships between musical 
perception, auditory scene analysis skills and speech 
intelligibility. The solid lines represent the direct effects of 
each variable. Coefficients along the lines indicate the 
strength and significance of the relationships, with values 
closer to 1 indicating a strong positive relationship and values 
closer to 0 indicating a weaker relationship. The circles 
represent latent variables, and the squares represent observed 
variables. 

4. DISCUSSION 

Our results are consistent with our initial hypotheses. Age 
significantly predicts performance in both auditory 
tracking and segregation tasks, as well as speech 
perception in noise: children are overall poorer than adults 
in these tasks. Thus, the mechanisms involved in auditory 
scene analysis and speech perception in noise likely 
continue to develop throughout adolescence.  

Second, musical abilities do not directly impact speech 
intelligibility in noise, but the relationship between the 
two is mediated by auditory scene analysis abilities. This 
finding could explain the contradictory results in previous 
studies regarding the musician advantage for speech 
perception in noisy environments[24]. Our study, like 
others[36-37], does not find a direct advantage for people 
with good musical abilities in speech perception. In fact, 
high musical abilities predict good auditory scene analysis 

abilities, which in turn contribute to speech intelligibility 
in noise. 
 
The direct relationship between musical abilities and 
auditory scene analysis abilities in our study is in line with 
the limited literature on this topic [20, 38]. While some 
previous research has found a correlation between 
musical skills and auditory segregation, only one study 
has examined the relationship between musical abilities 
and auditory tracking. 
The direct relationship between the ability to analyze 
auditory scenes and the ability to understand speech in 
noise is coherent with existing theories suggesting that the 
ability to differentiate and analyze the sounds in the 
presence of interferers enhances speech intelligibility[39]. 
 
Our study provides evidence for the role of development, 
auditory scene analysis abilities, and musical abilities on 
speech perception in noise. These findings have 
implications for understanding the factors that influence 
speech perception in challenging listening conditions. 
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