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ABSTRACT

Many military and civil applications using underwater
acoustic channels (UWACs) are paired with security ser-
vices, providing, for instance, secrecy and authenticity to
the communication. These mechanisms however often re-
quire periodically renewed symmetric keys among two
communicating devices, namely Alice and Bob. To this
end, secret keys can be agreed upon using the physical-
layer communication channel, leveraging, in particular,
the reciprocity and randomness of the UWAC to extract
a common key that remains secret to an attacker (Eve). In
this paper, we propose a novel solution for the advantage-
distillation part of the secret key generation procedure.
After channel probing, the advantage of distillation lets
Alice and Bob extract a sequence of bits from their
own (analog) measurements. We propose an asymmetric
advantage-distillation protocol with two novel features: i)
the quantizers used by Alice and Bob are derived maxi-
mizing the secret key capacity cooperating through a pub-
lic channel and ii) Alice transmits a correction over a pub-
lic authenticated side channel. Numerical results prove the
effectiveness of our approach, showing that exchanging a
few bits of information before information reconciliation
allows extracting more secret bits from the channel.
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1. INTRODUCTION

Several applications exploit underwater acoustic channels
(UWACs), e.g., seabed monitoring, contamination con-
trol, and search-and-survey operations. In these contexts,
it is often necessary to have multiple devices on-site com-
municating among them. Due to the relevance of such
communications, it is advisable to protect them with se-
crecy and authenticity mechanisms, ensuring that no ma-
licious node is infiltrating the network. However, these
solutions typically require symmetric keys among legiti-
mate devices that must be periodically reviewed. To this
end, the first option could be to directly load the keys into
the devices’ memory. Still, an attacker may capture a
device and endanger the security of the whole network.
Secondly, such a solution would make the network non-
scalable, since every time a new device joins the network
a new set of keys needs to be distributed to the rest of the
nodes.

Another solution is instead to generate the keys on
the field, after the deployment, resorting to secret key
agreement (SKA). This security mechanism lets a pair of
users, namely Alice and Bob agree on a common key,
which remains secret to any third malicious user, namely
Eve. Security mechanisms operating with this strategy can
be divided into two main categories: cryptography-based
and physical layer-based. Cryptographic-based solutions,
such as the Diffie-Hellman key agreement protocol [1, Ch.
11], are computationally secure. However, they have high
computational and energy costs, which may be unsuit-
able for underwater acoustic networks (UWANs). On the
other hand, physical layer-based solutions have been ini-
tially proposed by Maurer in [2], and by Ahlswede and
Csiszar [3], and are information-theoretic secure. These

DOI: 10.61782/fa.2023.0207

5693



10th Convention of the European Acoustics Association
Turin, Italy • 11th – 15th September 2023 • Politecnico di Torino

Channel
Probing

Channel
Probing

Advantage

Distillation

Advantage

Distillation

Information

Reconciliation

Information

Reconciliation

Privacy

Amplification

Privacy

Amplification
Alice

Bob

kB

kA

Public ChannelSyndrome

Figure 1: General scheme of a SKA procedure for
Alice and Bob.

mechanisms base their security on the physical properties
of the channel, such as its reciprocity and unpredictabil-
ity for third-party devices. Thus, these solutions typi-
cally i) require less energy than cryptography-based so-
lutions, and ii) provide security that does not depend on
the computational capabilities of the attacker. Indeed,
these solutions are said to be quantum-resistant, since
these could withstand attacks from quantum computer al-
gorithms, e.g., by using Shor’s algorithm [4]. Moreover,
such solutions are particularly suitable for the UWAC sce-
nario, where the unpredictability of the channel, e.g., due
to large Doppler effect and strong multipath interferences
can be exploited to draw more randomness from the chan-
nel (i.e. longer or more secure keys). Surveys on the
physical-layer SKA protocol, can be found [5] and [6],
with a focus on UWACs-based solutions in [7] and [8].

As detailed in [9], a source-model SKA procedure in-
volves four steps: channel probing, where the users ex-
change probing signals and collect the channel measure-
ments from which they will later extract the keys; advan-
tage distillation where each user quantizes the measure-
ments to obtain a bit sequence; information reconciliation,
where Alice and Bob exchange information with the aim
of reducing the disagreement between their extracted se-
quences; lastly, privacy amplification where from the bit
sequences each user extract a shorter sequence secret to
Eve. The SKA procedure is summarized in Fig. 1.

While, typically, only the channel probing and the
information reconciliation involve exchanges of informa-
tion between Alice and Bob (which are also received by
Eve), we consider a SKA scheme where some informa-
tion, i.e., quantization error of Alice, is shared during ad-
vantage distillation as well. In [10], later extended in [11],
the authors proposed a channel quantization scheme for
multiple-input multiple-output (MIMO) channels, where
Alice also transmits a quantization correction to Bob.
However, the observations are assumed to be Gaussian
distributed, with a known mean and variance, therefore

the quantizer thresholds are set to output an equal proba-
bility sequence, maximizing the entropy of the output bit-
sequence. Still, they assume Eve’s observations to be spa-
tially decorrelated to Alice’s (and Bob’s), while we con-
sider a more general case where i) the features’ distribu-
tion is not known a priori, and ii) the eavesdropper obser-
vations are statistically correlated to the legitimate ones.

Concerning channel-model SKA, an advantage-
distillation technique where Alice and Bob exchange in-
formation and discard the bits associated with a low log-
likelihood ratio is proposed in [12]. A technique based
instead on code scrambling is proposed in [13]. Still, both
approaches actually work on a discrete domain, i.e., af-
ter quantization. We propose instead a strategy where the
information exchange happens prior to the actual quanti-
zation step.

A technique to extract bits from electrocardiograms
(ECGs) signals for wireless body area networks (WBANs)
was proposed in [14]. Still, they assume that no infor-
mation is leaked to Eve during the channel probing step,
due to the particular nature of the channel. In [15], they
propose a quantization strategy for fifth-generation (5G)
cellular network wireless channels, based on the received
signal strength (RSS) from the fading channels. However,
there, Eve is assumed to have sufficient spatial separation
to experience a statistically independent fading. Differ-
ently from these works, we consider instead a general sce-
nario, where also Eve is taken into consideration.

In [16] and [17] a complete protocol for SKA in
UWACs is proposed. Still, the proposed technique ex-
ploits a quantizer whose bin size is determined by the stan-
dard deviation of each feature, assuming an underlying
Gaussian distribution. We make instead no assumption on
the actual feature distribution, proposing an optimization
of the quantizer based on previously collected datasets.

In this paper, we propose a novel advantage-
distillation strategy for the source model SKA, the ad-
vantage distillation with quantization correction (ADQC).
While in [18], we discussed an advantage-distillation
strategy for an ideal scalar Gaussian process, here we con-
sider here a realistic scenario, where two sensors of an
UWAN are exploiting the UWACs’s measurements to ex-
tract the secret key. In particular, the main contributions
of this paper are:

• before the actual SKA, first Alice and Bob process
the channel features’ measurements to obtain a set
of uncorrelated measurements;

• next, Alice and Bob optimize their quantizers as-
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suming a worst-case scenario where also Eve is
able to optimize her own quantizer;

• during advantage distillation, Alice shares with
Bob some information so that Bob (partially) cor-
rects the errors without leaking information to Eve;

• the effectiveness of the approach is verified on an
experimental dataset, collected during a sea exper-
iment.

The rest of the paper is organized as follows. Sec-
tion 2 introduces the system model. Section 3 describes
the steps of the proposed advantage-distillation protocol.
Section 4 presents the numerical results. Section 5 draws
the conclusions.

2. SYSTEM MODEL

Two users, namely Alice and Bob, aim at agreeing on a
common key that has to stay secret to an eavesdropper,
Eve, by using the source-model SKA procedure described
in [9]. The key could be stored and later used for security
services, e.g., for secrecy or authentication.

We focus on the second step of the SKA procedure,
the advantage distillation, assuming that the channel prob-
ing step has been already performed. More in detail, Alice
and Bob alternatively exchanged pilot signals through the
channel and they both estimated the channel power-delay
responses hBA and hAB, for Alice and Bob, respectively.
Alice extracts from hBA the features x ∈ RN , while Bob
obtains y ∈ RN from hAB. In detail, each entry of x
(or y) corresponds to one of the selected channel features.
Possible candidates are the number of channel taps, the
average tap power, the root mean square (RMS) delay,
and the smoothed received power, as discussed in [19,20].
Still, another possible set of channel features is reported
instead in [16].

We consider Eve to be a passive attacker that esti-
mates (exploiting pilot signals transmitted by both Alice
and Bob) the power delay responses hAE and hBE. Next,
Eve exploits the estimated power delay responses to ex-
tract z ∈ RN .

In general, UWACs are only partially reciprocal,
hence features vectors x and y are not identical but
strongly correlated with also noise affecting the corre-
lation between the two estimates. Indeed, if Eve is far
enough from Alice and Bob, with high probability we
have both y ̸= z and x ̸= z. Still, we consider a more
challenging scenario where Eve is not too far from the le-

gitimate users, thus her observation z and the legitimate
measurements x and y are statistically related.

We assume that a public dataset containing as entries
the features measurements (x, y, and z) is publicly avail-
able. Later, this will be exploited to design the user quan-
tizer, used to extract the bit sequence from the feature
measurements.

An authenticated side channel is available, over which
Alice can broadcast information. A channel coding
scheme is exploited on this channel, allowing Bob to de-
tect and correct errors, with an error probability arbitrarily
small. We assume that this channel is public, thus any in-
formation will be overheard by Eve as well.

3. ADVANTAGE-DISTILLATION PROTOCOL

In this Section, we describe the ADQC advantage-
distillation strategy that will be used by Alice and Bob to
distill from the measurement the bit sequence, later used
to extract the key. Formally, from features x and y each
user has to distill the bit string sA ∈ S and sB ∈ S with
S = {0, 1}b.

However, finding the best function associating a real
number, such as the feature measurement, with a binary
sequence can be seen as the optimization problem of a
quantizer. Indeed, to extract a Q bit sequence, we must
partition the input space into M = 2b intervals, Im with
m = 1, . . . ,M , each associated with one of the M binary
sequences belonging to the string space sm ∈ S . To ease
the reconciliation and the privacy amplification process,
the bit sequence sm ∈ S is associated with each interval
Im by using Gray coding. Thus, for a generic measure-
ment a, collected by the user with quantizer q(·) the bit
string will simply be s = q(a).

For instance, Alice extracts the vector of features
measurements x from the channel impulse hAB. Note
that, in general, the components of the feature measure-
ment vector, x = [x1, . . . , xN ] are not independent, thus
it would be suboptimal to quantize and process each fea-
ture separately. On the other hand, a procedure involv-
ing the design (or even the update) of a multidimensional
quantizer could be too expensive for many practical ap-
plications, where the devices are energy-constrained. We
propose a decorrelation step.

As also detailed in [18], the proposed protocol re-
quires also a joint quantizer design and the use of quan-
tization error correction. We remark that the quantizers
used by Alice, Bob, and Eve are designed before the ac-
tual SKA procedure. Eventually, these can be periodically
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updated to cope with the channel variability over time.
Being the datasets used to compute the quantizers pub-
lic, we consider a scenario where the quantizers derived
from such datasets are publicly known as well. Still, note
that the performance of our scheme depends on the se-
crecy and the randomness of the extracted channel mea-
surements and not on the actual quantizers’ choice.

Concerning the quantization correction, during the
actual advantage-distillation step of the SKA, Alice will
compute sm = qA(x) and transmit over the side channel
a quantization error correction. This is exploited by Bob,
and, eventually, by Eve, to correct his own measurement.

In the next Sections, we detail both the decorrelation
step, the quantizer design, and the correction computation
steps.

3.1 Decorrelation Step

We propose here the decorrelation step that allows com-
puting a vector of independent components from the vec-
tor of channel features’ measurements. Next, we can
quantize each feature independently and concatenate the
obtained bit sequences. The procedure involves the in-
verse sampling method, used also to generate random
variables with arbitrarily chosen distribution [21].

While for simplicity, we describe the procedure for
Alice’s observations, the procedure can directly be used
also by Bob (and Eve). First, we assume the distribution
of each i-th channel feature to be either known, with cu-
mulative distribution function (CDF) Fxi(x). Next, we
compute

x′
i = F−1

G (Fxi
(x)) , (1)

where FG(x) is the CDF of a standard normal distribu-
tion. This provides a jointly-Gaussian vector x′. Next, we
decorrelate these variables by computing

x′′ = V x′ , (2)

where V is the matrix whose columns are the eigenvectors
associated with Alice’s dataset. Finally, we remap these
values back to the original domain as

x̃i = F−1
xi

(FG(x)) . (3)

We remark that after this process the features will
have different statistical power, thus affecting the covari-
ance between the features. Moreover, this method is
related to the well-known principal component analysis
(PCA). Hence for instance, after the decorrelation step, it
could be also possible to discard low-power features, thus

saving computational power with a minimal impact on the
number of extracted secret bits.

3.2 Quantizers Design

Here, we detail the design of the Alice, Bob, and Eve
quantizers, i.e., qA, qB, and qE. Since, thanks to the previ-
ous step, each feature is statistically independent, we can
design a scalar quantizer for each feature, overall obtain-
ing NQ bit per channel measurement. However since the
processing does not depend on the specific feature, we de-
tail the procedure for a generic triplet of scalar features
(x, y, z) for Alice, Bob, and Eve.

First, note that a generic quantizer q with M quanti-
zation intervals is fully defined by the position of M − 1
thresholds, T = {Ti, i = 0, . . . ,M +1}, as the saturation
values T0 = Tmin and TM+1 = Tmax are public and set to
match a predefined saturation probability. Samples falling
outside the region [Tmin, Tmax] are remapped to the clos-
est interval. Thus, we define as TA, TB, and TE the sets
of thresholds used for the Alice, Bob, and Eve quantizers,
respectively. Our aim is then to find the best thresholds
for Alice and Bob, assuming that Eve is able to optimize
also her own quantizer, i.e., her own thresholds.

The next step is to introduce a proper optimization
metric. Given the pair of quantizers qA and qB, which give
as output the bit sequences sA = qA(x) and sB = qB(y),
the mutual information can be computed as

I(sA; sB) = H(sA) +H(sB)−H(sA, sB) . (4)

where H(·) is the entropy of the bit sequence in input.
We remark that to estimate the mutual information, it is
necessary to know the associated joint probability density
function (PDF). This can be either known a priori or es-
timated a posteriori by using the dataset of observations
(x, y, z) as input to the quantizers.

Hence, we use as an optimization metric the lower
bound on the secret-key capacity for the source model [2,
9, Ch. 4], i.e.,

C low
sk (TA, TB, TE) =I(sA; sB)−

min {I(sA; sE), I(sB; sE)} ,
(5)

Eq. (5) shows that the quantizers should be designed
to increase the reciprocity between Alice and Bob bit
sequences, increasing I(sA; sB), while decreasing the
knowledge of Eve about the key, i.e., decreasing instead
I(sA; sE) and I(sB; sE).

We now introduce the procedure to optimize the quan-
tizers. First, the quantizers are initialized, e.g., by setting
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the threshold uniformly in the range [T0, TM ]. Next, we
consider the following iterative procedure. At the start
of each optimization round, Eve chooses the quantizer’s
thresholds as

T̂E = argmin
TE

C low
sk (TA, TB, TE) , (6)

with TA and TB fixed as in the previous round. Next, Alice
and Bob pick as quantizers

[T̂A, T̂B] = argmax
TA,TB

C low
sk (TA, TB, T̂E) . (7)

Finally, Alice, Bob, and Eve set the quantizers q̂A, q̂B,
and q̂E, from the new thresholds T̂A, T̂B, and T̂E. The
optimizations are performed via numerical methods, such
as gradient descent or via genetic algorithm. The proce-
dure is repeated either until convergence is reached or a
maximum number of iterations have been performed.

3.3 Shift Computation and Measurement Correction

In this Section, we detail the shift computation and the
measurement correction, i.e., what can Alice transmit to
Bob to aid his quantization step. We write the observation
at Bob as

y = x+ ϵ , (8)

where ϵ represents the channel non-reciprocity.
Next, let cm be the quantized value at Alice, asso-

ciated to interval Im and with string sm. The resulting
quantization error is then

η ≜ x− cm , (9)

that combined with (8) yields

y = cm + η + ϵ. (10)

Ignoring a possible dependency between quantization er-
ror and channel reciprocity, (10) shows that y is turned
away from the quantization value cm by both η and ϵ.
Thus, to improve the advantage-distillation procedure,
Alice communicates over the public (but authenticated)
channel the value of the quantization error, η, allowing
Bob to compute

y′ = y − η = cm + ϵ, (11)

and obtain his own bit sequence by quantizing y′.
However, in general, the capacity of the side channel

is limited thus Alice cannot send the actual quantization

ImIm−1 Im+1

cmx

η

ξ

Figure 2: Sketch of the quantization of the error cor-
rection, from measurement x (blue cross) and the ac-
tual quantization error η to the 2 bit quantized cor-
rection ξ.

error η, but only B bits per measurement. Hence, we have
to quantize η. To this end, each quantization interval Im
is split into K = 2B sub-intervals of equal length, and (a
binary representation) of the index of the sub-interval in
which η is falling is transmitted over the public channel,
thus Alice transmits

ξ =

⌈
η

K

L(A)(x)

⌉
, (12)

where L(A)(x) is the length of the quantization interval
where x falls. We remark that, if for a non-uniform quan-
tizer qA(x), the value of the correction η may reveal part
of the information to Eve, e.g., high values of η suggest
that the actual x has fallen in a wide interval. The pro-
posed quantization procedure of (12) instead avoids trans-
mitting the value of η, with ξ not disclosing any informa-
tion about x.

Upon reception, Bob computes the actual correction
from ξ as

η′ =
L(B)(y)

K

(
ξ − 1

2

)
, (13)

where L(B)(y) is the length of y. Then, Bob replaces η
with η′ in (11). Indeed, it may happen that L(A)(x) ̸=
L(B)(y). Nonetheless, it is reasonable to assume that
nearby intervals have a similar length.

4. NUMERICAL RESULTS

In this Section, we present the numerical results obtained
by using an augmented dataset.

The dataset has been collected during a designated
sea experiment performed in January 2022 in Eilat, Is-
rael. For network communications, we used 7 Succorfish
Nanomodem-v3, meausuring 4 cm × 6 cm, and operating
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in the 24–32 kHz band. Each modem had a source power
level of 168 dBm. To obtain the channels’ impulse re-
sponses, we used Raspberry Pi boards where each trusted
node transmits a channel-request and in response receives
a message from which the magnitude of the channel’s taps
is obtained with a resolution of 10 µs. For simplicity,
we limit our analysis to the case with N = 2 features,
namely the average tap power and the RMS delay. To in-
crease the dataset size, we used a dataset augmentation
technique based on inverse sampling, with the augmented
dataset containing now 105 triplets of observations (x, y,
and z). In particular for feature i, the correlation matrix
of vi = [xi yi zi]

T is

E[viv
T
i ] =

 1 ρAB 0.8
ρAB 1 0.8
0.8 0.8 1

 . (14)

More details about both the experiment and the data aug-
mentation technique can be found in [22].

Fig. 3 reports the (estimated) PDF for the considered
features, as measured by two received 100m apart, acting
as Alice and Eve with Bob transmitting. We observe that
the distributions do not perfectly overlap and have differ-
ent shapes, that it is indeed possible to extract secret infor-
mation out of these measurements. Still, due to the partial
overlap, the information needs to be carefully distilled to
achieve secrecy.

Fig. 4 shows instead the thresholds obtained in the
case b =2bit for the average tap power. Interestingly,
when the correlation between Alice and Bob ρAB in-
creases, the central thresholds get progressively close to
each other. This actually decreases the overall entropy
that to be maximized would require equiprobable outputs.
On the other hand, the reciprocity is actually not affected
for high values of ρAB, since, Alice’s and Bob’s measure-
ments end up on the same intervals with high probability,
while it is easier for Eve to fall in different intervals.

We consider the measurement after the decorrelation
step of Section 3.1. In particular the (feature associated
with) the average tap power has unitary power, while the
RMS delay has a relative power γ. Thus, γ = 1 means that
the features were independent to begin with, while γ ≈ 0
means that there was an (almost deterministic) function
relating average tap power to the RMS delay.

Fig. 5 reports the secret key capacity obtained using
average tap power and RMS delay as a function of ρAB,
for various values of γ, with ρE = 0.8, b =3bit, and
B =1bit. As γ increases, i.e., with feature initially less
correlated, we are able to get more secret bits from the
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Figure 3: Estimated features’s PDF for Alice and
Eve.
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Figure 4: Quantization thresholds TA, resulting from
the proposed optimization as a function of ρAB for
the average tap power for b = 2bit, B = 1bit, and
ρE = 0.8.

5698



10th Convention of the European Acoustics Association
Turin, Italy • 11th – 15th September 2023 • Politecnico di Torino

0.8 0.825 0.85 0.875 0.9 0.925 0.95 0.975
0

1

2

3

4

5

6

ρAB

C
lo
w

sk
[b

it]

γ =

0.5

0.8

0.9

0.95

0.99

1

Figure 5: C low
sk obtained from average tap power and

RMS delay as a function of ρAB for various values of
γ, with ρE = 0.8, b =3bit, and B =1bit.

channel achieving up to C low
sk ≈ 5.66 bit for γ = 1 and

ρAB = 0.999.
Fig. 6 shows the C low

sk obtained from average tap
power and RMS delay as a function of ρAB using either
the proposed ADQC or where both Alice, Bob, and Eve
use a uniform quantizer, for ρE = 0.8, b = 4bit, and
γ = 0.8. The number of bits describing the quantization
error shared over the public channel during the distillation
phase is either B = 1 or 2 bit. Indeed, the proposed strat-
egy is advantageous to the uniform quantizer, even when
only a few bits of correction are shared via the side chan-
nel.

5. CONCLUSION

In this paper, we have proposed an advantage-distillation
technique for physical layer-based SKA for UWACs. The
proposed protocol, the ADQC, is asymmetric and has two
main features. The quantizers used by Alice and Bob are
optimized using the lower bound on the secret-key capac-
ity as a metric. Before the actual advantage distillation,
we process the features to decorrelate them, thus obtain-
ing two independent features. This allows us to process
each feature separately, with a (cheaper) scalar quantizer.

Next, during the actual advantage-distillation proce-
dure, Alice quantizes her measurement and sends a mes-
sage with partial information on the position of the mea-
surement in the quantization interval over an authenti-
cated public side channel. The partial information is used
by Bob to quantize his measurement and obtain a bit se-
quence more in agreement with that of Bob.

0.8 0.825 0.85 0.875 0.9 0.925 0.95 0.975
0

0.5
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3
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C
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w
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it]

Uniform Quantizer
ADQC, B = 1bit

ADQC, B = 2bit

Figure 6: C low
sk obtained from average tap power and

RMS delay as a function of ρAB, using the uniform
quantizer and ADQC, with either B = 1 or 2 bit,
when ρE = 0.8, b = 4bit, and γ = 0.8.

We have tested the performance of the proposed
strategies using data collected from a sea experiment. Re-
sults show that both the quantizer optimization and the
correction transmission contribute to increasing the lower
bound of the secret key capacity, even considering the
worst-case scenario where Eve exploits the knowledge on
Alice’s and Bob’s quantizer to optimize her own.
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