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ABSTRACT

The investigation of listening comprehension in auditory
and visually complex classroom settings is a promising
method to evaluate children’s cognitive performance in a
realistic setting. Many studies were able to show that chil-
dren are more susceptible to noise than adults. However, it
has recently been suggested that established monaural lis-
tening situations could overestimate the influence of noise
on children’s task performance. Therefore, new, close-
to real-life scenarios need to be introduced to investigate
cognitive performance in everyday situations rather than
artificial laboratory settings. This study aimed at extend-
ing a validated paper-and-pencil test towards a virtual re-
ality setting. To get first insights, into different interaction
methods, a pilot study with adult participants was con-
ducted. In contrast to other recent studies, the virtual envi-
ronment had little influence on this listening comprehen-
sion paradigm, since comparable results were obtained in
the paper-and-pencil test and in the virtual reality variants
for all user interfaces. Thus, the presented paradigm has
proven to be robust and can be used to further investigate
the usage of virtual reality to evaluate children’s cognitive
performance.
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1. INTRODUCTION

Everyday, our communication via speech signals is im-
paired by noisy environments. For adults, such scenarios
include offices and other crowded spaces. For children,
the noise exposure is especially high in schools. Con-
sidering that children are more susceptible to noise than
adults [1] and that German educational facilities seem to
need acoustic improvement [2], the detrimental effects of
noise on children’s listening comprehension need to be in-
vestigated in more detail. Previous work regarding the
speech perception and listening comprehension was con-
ducted by Klatte et al. [3] and Leist at al. [4] who showed
that children are more impaired by background noise than
adults. Using a word identification task, Leist et al. [4]
also found an effect of the reproduction method (monau-
ral vs. binaural), indicating that children and adults were
better at identifying a word in a binaurally presented noise
than in a monaurally presented noise at the same level.
Since participants could make use of binaural cues and
thus separate the noise and target stimuli, this could indi-
cate that monaural investigations oversimplify the acous-
tic scenes and thus might overestimate the effects of back-
ground noise as opposed to binaural scenes [4]. Both stud-
ies raise the importance of more complex and realistic in-
vestigations of cognitive processes. Thus, the suitability
of using virtual reality (VR) for this kind of listening com-
prehension task should be evaluated. However, there are
persistent debates on the safety of virtual reality for chil-
dren [5,6]. These concerns stem from the content and high
level of immersion in children [7], but also from equip-
ment that is designed for adults and is thus too big for
children. Therefore, while this study is motivated with
the target group of children in mind, a first pilot was con-
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ducted with adults to protect this vulnerable group.
With the trend towards using VR for research within

the last years, multiple studies suggested that VR can be
used for cognitive research [8–11]. Nevertheless, its appli-
cability and reproducibility need to be thoroughly investi-
gated for each paradigm separately. The transfer of estab-
lished paradigms to VR environments needs to be thor-
oughly validated, since immersive virtual environments
might influence the cognitive performance [8, 11]. Al-
though the respective cognitive processes are not yet fully
understood, there have been indications for, e.g., an en-
hanced attention [8]. However, an enhanced cognitive
load in VR may not always be reflected directly in the
task performance. Here, Redlinger et al. found increased
cognitive load in VR only in EEG measurements but did
not see performance differences in the task scores [10].
Further, the introduced gamification in the virtual world
can lead to more engagement [12]. This could increase
the participants’ immersion in the scene and enhance the
overall plausibility [7]. This all indicates that performance
measures obtained in classical paradigms might differ in
VR. However, it needs to be noted that the listed studies
are visually dominated.

The question remains, how natural or plausible a VR
experiment needs to be in order to mimic the behaviour
in the real world. To get first insights into the suitabil-
ity of VR to investigate listening comprehension in close-
to real-life classroom scenarios, an established paradigm
was transferred into VR and the applicability of different
interaction systems was examined.

2. METHOD

2.1 Participants

To get first insights in the interaction in virtual reality,
18 adults participated in the experiment. Due to insuf-
ficient German language skills (below C1), three partici-
pants had to be excluded for the evaluation, resulting in a
final group of 15 participants (age range= 20–35 years, M
= 25.7 years, SD = 3.7 years, 7 female). All participants
had normal hearing within 20 dB[HL] according to a pure
tone audiometry and had (corrected to) normal sharpness
and color vision. Informed consent was given before the
experiment.

2.2 Audiovisual Reproduction

Since the focus of this experiment was the exploration of
the interaction in virtual reality, a simple acoustic setup

was chosen. Using the Virtual Acoustics auralization
framework [13], a binaural reproduction with a generic
head-related transfer function via headphones was real-
ized. The oral instructions were played from in front of
the participant and no additional noise sources were used.
Thus, the auditory conditions were kept constant through
the experiment for all participants. During the experi-
ment, the participants were equipped with an HTC Vive
Pro Eye head-mounted display (HMD) and the respective
controllers. They were seated in the virtual classroom il-
lustrated in Figure 1, which was created based on a real
elementary classroom in Ilmenau, Germany [14]. The in-
structions and trials were displayed on the blackboard in
front of the participants. The seating position in the virtual
classroom was chosen so that all items from one trial were
in the participants’ field of view when looking straight
ahead. Nevertheless, the participants were encouraged to
look around the virtual classroom.

Figure 1. Picture of the virtual classroom model
[14].

2.3 Listening Comprehension Task

The listening comprehension task used by Klatte et al. [3]
and Leist et al. [4], was previously conducted as a paper-
and-pencil task. In this original task, the participants were
shown a list of items, which were printed on response
sheets and lying in front of them. The participants were
instructed orally to mark specific items. An exemplary
trial is given in Figure 2. In this trial, the participants
were instructed to ”Draw a cross under the book that lies
next to the chair”. Therefore, the participants needed to
identify the correct book and mark it in the specified way.
Other options for marking were, e.g., circles or lines. Cor-
rectly solving the task included finding the wanted item
and marking it in the specified way. To adapt the difficulty
of the task, the number of items displayed and marked per
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trial could be changed. Therefore, in some trials up to 22
items were displayed at the same time, while in others a
minimum of nine items was visible. To create a similar
level of difficulty within all trials, the number of items to
be marked varied between two and seven. Previous stud-
ies by Klatte et al. [3] and Leist et al. [4] showed that the
task performance was comparable between the trials and
blocks.

The experiment was performed in three blocks, each
of which consisted of eight trials. This resulted in a to-
tal of 24 trials per experiment. By changing the number
of objects in each trial, also maximum score varied. To
achieve comparability, the style of the trials was similar
over the blocks and thus the total score for each block was
kept constant.

Each trial was initiated by a school bell sound, fol-
lowed by the oral instructions and a fixed response inter-
val of 18 seconds to complete the task. The participants
were allowed to start answering during the instructions.
As a first step towards a more realistic VR setting, a sim-
ple transfer of the items into a VR classroom was chosen
and different input methods were compared.

Figure 2. Examplary trial for the listening compre-
hension task. Corresponding instructions in German:
”Male ein Kreuz unter das Buch, das neben einem
Stuhl liegt.” (”Draw a cross under the book that lies
next to a chair.”) [3, 4]

2.4 Input Methods

In the validated listening comprehension paradigm, the
answers were given using a pencil on a paper answer
sheet. This allowed for a very easy to use and yet complex
input in terms of choosing a location and style to mark an
item, e.g., ”draw a cross under the book”. Since the di-
rect transfer of a paper-and-pencil based paradigm into a
VR environment is difficult, the acceptability and impact
of different input methods was explored. The methods
needed to be intuitive to use and offer flexible interactions,
since a variable number of items needed to be marked in
each trial using different symbols and locations, e.g., in
one trial a cross had to be put on an item, in another trial a
line had to be drawn under an item. For the evaluation of

the tasks, the correct item, symbol and its placement were
considered.

Referring to the original input method, which allowed
for a high level of flexibility, a drawing method was im-
plemented. Using the HTC Vive controllers, the partici-
pants were able to draw directly on the virtual blackboard,
where the items for each trial were displayed, see Figure
3. Using a laser beam emitted from the end of the virtual
controller model, the participants were able to aim at the
respective position on the items and start the drawing by
holding the trigger button with their index finger. The in-
put in this method was expected to be intuitive, but also
difficult due to a lack of accuracy. A major drawback of
this method was that the responses still had to be evaluated
manually.

Figure 3. Example for the painting input.

Considering the interaction with established software
and games, the selection of buttons is a very common
method in everyday life. Thus, the input using buttons can
be expected to be intuitive. Thus, aiming was required to
select the correct button. A positive aspect of this input
method is that pressing a button can directly be evaluated
using algorithms, which is a considerable benefit com-
pared to a paper-based input. Due to the complexity of
not only choosing an item but also the type of marker, the
input system was divided into two stages. First, the re-
spective marker had to be selected. In the virtual environ-
ment, the participants could aim at the buttons with a laser
pointer and select the respective button using the trigger
input of the HTC Vive controllers. In the example in Fig-
ure 4, the single line was selected as marker. Secondly, the
participant had to select the position to be marked, e.g., in
Figure 4 the position under the comb was selected.

The order of the input methods (paper-and-pencil vs.
button vs. painting) was balanced over all participants.
Before each input method, a set of training tasks were im-
plemented to familiarize the participants with the new ap-
proach.
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Figure 4. Example for the button input.

2.5 Questionnaire

For more detailed insights into the participants’ assess-
ment of the different input methods, a questionnaire was
answered after completing the whole experiment (see Ta-
ble 1). Questions included the preference of each input
method (Q1 - Q3), as well as the intuitiveness (Q4 & Q5)
and time to complete the task (Q6 - Q8). Further questions
evaluated the acceptance of the virtual environment (Q9
- Q12), e.g., whether the participants felt like they were
sitting in an actual classroom and if they felt uncomfort-
able or dizzy during the experiment. All questions were
rated on a 5-point Likert scale ranging from 1 (strongly
disagree) to 5 (strongly agree).

3. RESULTS

Since the presented study is a pilot study to examine dif-
ferent input methods for future investigations and consid-
ering the small sample size, the results need to be consid-
ered as preliminary.

To put the presented results into perspective, the mean
performance scores were compared to those obtained in a
previous study using the same paradigm by Leist et al. [4].
The mean performance scores in the Leist study (M =
85%, SD = 10%) did not differ significantly from the
current study (M = 80%, SD = 9%), which is supported
by a t-test, t(49) = 1.825, p = .074, d = .561, thus, the
results of both studies seem to be comparable.

As illustrated in Figure 5, the performance ap-
pears to be similar for all input methods (Mbutton =
77.13%, SDbutton = 2.4% vs. Mpainting = 79.08%,
SDpainting = 2.5% vs. Mpaper = 79.46%, SDpaper =
2.4%). This was also confirmed statistically using an rm-
ANOVA, F (2, 28) = .230, p = .796, η2p = .016.

Regarding the questionnaire, all results regarding the
preference are rather inconclusive due to high standard de-
viations. There might be a slight tendency towards prefer-
ring the paper-and-pencil method over the virtual reality

Table 1. Questionnaire answered after the experi-
ment. Questions as well as mean and standard devi-
ation are reported.

Question M SD

Q1
I preferred the paper-and-pencil
version over the virtual reality
sessions.

3.53 1.36

Q2
The input via buttons was more
fun than the painting method in
VR.

2.73 1.00

Q3
I preferred the drawing in VR
over the buttons.

3.13 1.26

Q4
The input via buttons in virtual
reality was intuitive.

3.93 0.68

Q5
The input via painting in virtual
reality was intuitive.

3.93 1.00

Q6
I had enough time to complete
the tasks in the button version.

3.27 1.00

Q7
I had enough time to complete
the tasks in the drawing method.

4.20 1.05

Q8
I had enough time to complete
the tasks in the paper-and-pencil
version.

4.33 1.07

Q9
I felt uncomfortable in the vir-
tual environment.

1.80 1.05

Q10
I felt dizzy during or after leav-
ing the virtual environment.

1.53 0.96

Q11
I felt like I was sitting in a real
classroom.

2.93 0.77

Q12
I forgot the real world around me
when I was in the virtual reality.

3.80 0.65

sessions (MQ1 = 3.53, SDQ1 = 1.36). No distinct trend
for preference was found regarding the VR input meth-
ods. However, the participants’ responses were consistent
in questions 2 and 3, which were formulated in a contra-
dictory manner to get an idea of the response reliability
(MQ2 = 2.73, SDQ2 = 1.00, MQ3 = 3.13, SDQ3 =
1.26). Still, both VR input methods were rated as intuitive
(MQ4 = 3.93, SDQ4 = 0.68, MQ5 = 3.93, SDQ5 =
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1.00). Further, the participants indicated insufficient time
to complete the task using the button method (MQ6 =
3.27, SDQ6 = 1.00) but less timing problems using the
painting input in VR (MQ7 = 4.20, SDQ7 = 1.05) and
the paper-and-pencil version (MQ8 = 4.33, SDQ8 =
1.07).

In terms of the virtual reality environment, the par-
ticipants felt rather comfortable (MQ9 = 1.80, SDQ9 =
1.05) and did not show prominent signs of dizziness
(MQ10 = 1.53, SDQ10 = 0.96). The participants re-
ported that while the virtual classroom did not seem very
realistic (MQ11 = 2.93, SDQ11 = 0.77), they could fo-
cus on the virtual environment while wearing the HMD
(MQ12 = 3.80, SDQ12 = 0.65).

Figure 5. Performance scores for the three input
methods: Button-VR, Painting-VR and Paper-and-
Pencil. Mean values are represented by green aster-
isks, median values are shown by a red line. Lower
and upper limits of the box represent the 25th and
75th percentile, respectively. The whiskery indicate
the minimum and maximum values.

4. DISCUSSION

First of all, the present study was able to reproduce the
results previously obtained by Leist et al. [4], which indi-
cates an overall stability of the paper-and-pencil listening
comprehension paradigm. Thus, the presented paradigm
can be used for future studies investigating the listening
comprehension in a virtual classroom environment, bring-
ing established methods closer to real-life scenarios.

Although this pilot study found no significant differ-
ences between the proposed input methods, the overall
acceptance of the interaction systems was inconclusive.
No clear preference was found between the input meth-
ods. Despite the intuitiveness of all presented options,

both drawing-based methods seemed to be preferred. This
could be due to a lack of time to complete the tasks using
the button input. This time was kept constant for all tri-
als and all input methods. However, future studies should
consider introducing a varied time interval which could
also allow for the investigation of reaction times.

Further, the accuracy of the painting method is in di-
rect relation to the distance to the canvas that is painted
on, i.e., the accuracy rises the closer to the canvas. Figure
3 clearly shows the difficulty of drawing the marks which
is visible through shaky lines. Similarly, the handling of
the button method required aiming at and selecting spe-
cific buttons on the canvas. The difficulty of this task also
increases the further away the participants stood from the
blackboard. However, the minimal distance to the black-
board was limited by the partipants’ field of view. To min-
imize the time to find the relevant item, all of the items
needed to be visible when looking directly to the front.
This also reduced fast head movements which can induce
motion sickness. None of the participants showed signs
of motion sickness, which was supported by the ques-
tionnaire. Still, a more advanced questionnaire, such as
the Simulator Sickness Questionnaire [15] or the Slater-
Usoh-Steed Presence Questionnaire [16], should be im-
plemented for further studies to get more detailed insights
into the participants’ well-being and immersion into the
virtual world.

The difficulty of the interaction systems was partly
given by the complexity of the presented task, which re-
quires a variety of markers and marked locations, e.g.,
”put a cross under the book” or ”mark the chair with a cir-
cle”. Combined with the possibility of giving partly cor-
rect answers, e.g., marking the wrong item but using the
correct marker style, this intricacy calls for an elaborate
evaluation scheme which cannot easily be implemented.
Thus, although a partly automatic evaluation was imple-
mented for the button version, the final evaluation had to
be completed manually for all versions. Therefore, the
paradigm and its evaluation strategy need to be revised,
while keeping in mind the options and limitations offered
by an immersive virtual environment. To exploit the ben-
efits of virtual reality and create a close-to real-life sce-
nario, the paradigm needs to be extended further. By in-
troducing direct interaction with the virtual world and al-
lowing the participants to navigate through the classroom,
the level of immersion could be increased. Also, adding
realistic classroom noise referring to the previous study
by Leist et al. [4] needs to be a next step in creating an in-
teractive and ecologically valid paradigm to evaluate the
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listening comprehension in a virtual classroom.

5. CONCLUSION

Since there were no statistical differences between the pre-
vious paper-and-pencil study by Leist at al. [4] and the
newly introduced input methods, it can be concluded that
the presented listening comprehension paradigm can be
used for further investigations in virtual reality. Based on
the finding by Klatte et al. [3] and Leist et al. [4] regard-
ing the detrimental effects of background noise, a room
acoustic simulation as well as a realistic background noise
should be included in further investigations.
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