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ABSTRACT* 

The poultry industry in Flanders, Belgium, is characterized 
by highly efficient production systems. To assure 
sustainable food production, where broiler quality of life is 
key, data collection systems and (automated) interpretation 
of broiler health and welfare are of capital importance. This 
paper describes the realization and deployment of an 
acoustic detector for broiler vocalizations, as part of a larger 
set of behavior and welfare monitoring tools developed 
within the ICON-WISH project. The vocalization detector 
is based on a convolutional neural network. For training, a 
labelled library with vocalizations is built (>2k samples), 
based on a large set of broiler audio recordings covering the 
full broiler life-span. Four different types of vocalizations 
(pleasure notes, distress calls, short peeps and warbles) are 
identified in function of broiler age to account for spectral 
changes. Based on this library, the neural network achieves 
a balanced accuracy of 87.9%. To indicate its potential, the 
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detector is applied in a real-life medium scale housing, in 
which several groups of broilers are exposed to different 
environmental conditions (heat stress a.o.). The occurrence 
and type of vocalizations is analyzed, and the potential to 
identify broiler stress is investigated. 

Keywords: broiler welfare, vocalization detection, sound 
recognition 

1. INTRODUCTION 

In 2019, about 220M broiler chickens were raised in 486 
commercial broiler farms in Flanders, Belgium, with a 
projected global compound annual growth rate of 7% by 
2025. This increase of production due to further 
intensification shows diminishing returns because of health 
and welfare issues.  
Current methods for assessing broiler chicken behavior, 
welfare and detecting diseases rely on subjective and labor-
intensive data collection by expensive domain experts, 
conducted during a short (several hours), not always 
representative time-frame. Such an approach leads to 
delayed interventions and incomplete/incorrect data 
interpretation and is not cost effective. 

DOI: 10.61782/fa.2023.0474

6269



10th Convention of the European Acoustics Association 
Turin, Italy • 11th – 15th September 2023 • Politecnico di Torino 

 

 

The ICON-WISH project aims to increase productivity by 
developing Precision Livestock Farming systems that 
automatically collect data and interpret broiler behavior and 
welfare both under experimental and commercial farm 
conditions. This will reduce the productivity losses, 
improve objectivity and allow for real-time continuous 
observations and immediate interventions. 
In the scope of this project, a broiler vocalization detector 
has been developed as part of a larger set of sensory 
equipment (including video and motion detection) to detect 
broiler behavior, stress and (in a further stage) health 
(respiratory diseases). This paper describes the construction 
of such a vocalization detector based on a convolutional 
neural network, trained with a broiler vocalization database. 
The vocalization detector is then evaluated in a medium 
scale housing to evaluate the effects of heat stress. 

2. BROILER VOCALIZATIONS 

Broilers have the ability to communicate through vocal 
signs, which makes sound analysis a useful tool for 
monitoring their behavior and biological responses to 
external stimuli [1]. Four different types of vocalizations are 
identified. Distress calls are characterized by repetitive and 
high-energy vocalizations [2-4], whereas short peeps are 
identified as low-energy and short duration vocalizations 
with descending energy [4]. Pleasure notes, on the other 
hand, are described as vocal expressions with low energy 
that tend to swing upward in pitch, with an ascending 
frequency and a short duration [4]. Warble notes can be 
either ascending or descending in frequency, and are 
characterized by a repetitive, bow-like vocalization with 
low energy [4]. 
 

 

Figure 1. Linear-frequency power 
spectrogram of distress call (A), warbles (B), 
short peep (C), and pleasure notes (D). 

Fontana et al. [5] found that the average peak frequency of 
the vocalization is inversely proportional with broiler age 
and weight. The mean peak frequency at the first day is at 
3.6kHz, to decrease to 1.5kHz after 36days. This frequency 
dependency is taken into account in the model by 

generating a labelled library for each week of the broiler 
life-span. 

3. BROILER VOCALIZATION DETECTOR 

The first phase in the construction of a broiler vocalization 
detector is the forming of a vocalization database for 
training and validation purposes (section 3.1). This database 
needs to be as clean as possible, containing sound 
recordings of each vocalization type for different broiler 
age, not contaminated with other types of (environmental) 
sounds, nor other type of vocalizations. The development of 
the database consisted of three main stages: (1) acquisition 
of audio samples from a broiler pen – isolated as much as 
possible from the environment, (2) extraction of audio 
samples containing broiler vocalizations using an existing 
general-purpose neural network model for audio event 
detection and (3) manual classification of broiler sounds 
into one of 5 predefined classes (4 types of broiler 
vocalizations and other, non-broiler related, sounds).  
The actual construction of the broiler vocalization detector, 
trained on this vocalization database, is carried out in a 
second phase (section 3.2), where a custom neural network 
was designed and trained (in a supervised manner) to 
perform the automatic classification of broiler sounds. 
The following chapters describe the details of this process. 

3.1 Construction of a broiler vocalization database 

3.1.1 Audio stream acquisition 
The base audio is obtained from recordings at Poulpharm 
(Izegem, Belgium) during the whole lifetime (42 days) of 
broilers. The study involved a group of 10 broilers that were 
housed in the same pen (size 1,1m x 2,1m) in a room 
isolated from other broilers and the outside environment 
(Fig. 2). A microphone was placed in the center of the pen 
at 90cm height to record the chickens' vocalizations at 
48kHz sample rate. Due to a power failure, the last days of 
recordings were lost.  
As such, this resulted in 37 days of continuous recordings 
that could not be assessed directly by a human expert. 
Hence potential relevant samples were extracted in a first 
stage. 

3.1.2 Sample extraction  

Possible interesting broiler vocalizations for the database 
are identified by using the pure-convolution-based pre-
trained audio neural networks (PANNs) to tag the recorded 
audio stream [6, 7]. PANNs with 80.75 M parameters are 
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Figure 2. Recording setup at Poulpharm 
(Izegem, Belgium) for broiler vocalizations. 
The position of the microphone is indicated. 

 

trained on the large-scale AudioSet [8] and are able to 
detect 527 classes of audio events, which covers most of the 
real-life audio events. Specifically, PANNs have six 
convolutional blocks. Each convolutional block contains 
two convolutional layers with a kernel size of (3 × 3). Batch 
normalization and ReLU activation functions are used to 
accelerate and stabilize the training. Next, a linear dense 
layer is applied to the high-level representations learned by 
the convolutional blocks, followed by an event 
classification dense layer with the sigmoid activation 
function to recognize the 527 classes of audio events. The 
architecture of the used PANN model is depicted in Fig. 3. 
Labels assigned by PANNs that could indicate vocalization 
of chickens were selected, e.g. chicken, bird, etc. When the 
probability of these labels at any given second exceeded a 
threshold of 0.2, this second was tagged. Then sound 
samples were cut from the audio stream by including one 
second before and one second after the tagged interval. 
Overlapping samples were merged, and only sound samples 
containing a fragment with a probability of at least 0.3 were 
kept to further reduce the amount of data. This resulted in 
samples with a length between 3 and 45 seconds, containing 
one or several possible vocalizations. 

3.1.3 Sample labelling 
Subsequently, auditive evaluation and visual inspection of 
the linear-frequency spectrogram were conducted to 
manually label each sample. The samples were then 
classified into four distinct types: distress calls, short peeps, 
warbles and pleasure notes. In cases where none of these 
vocalizations were detected, the sample was labeled as  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. The architecture of the PANN 
model. 

 
"other sound". If a file contained two or multiple types of 
vocalizations, it was excluded from the analysis and 
classified as a "combination of sounds". The 
vocalizations were classified on a weekly basis (from 1 
to 5), enabling to accurately categorize each vocalization 
according to its type and age. 
 

 

Figure 4. Desktop application used for 
manual categorization of broiler 
vocalizations. 
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Figure 5. Broiler vocalization evaluated per 
week and classified into distress call, short 
peep, warbles, pleasure notes, combination 
or other sounds. 

 
Manual labeling of the extracted samples yielded a database 
of broiler vocalizations of a total of 2559 audio recordings, 
of a total duration of 3 hours and 10 minutes. Detailed 
breakdown of the database is depicted in Tab. 1. 
In comparison to the 2559 recordings included in the 
database of broiler vocalizations (Tab. 1), 4583 recordings 
of a total duration of 5 hours and 16 minutes were labeled 
as “combination of sounds” and not included in the 
database. Although the fraction of rejected recordings might 
seem high, please note that the authors’ intention was not to 
provide a full classification of the registered audio stream 
but building a database of high quality vocalization samples 
based on which a recognizer can be developed. For this 
reason the sample acceptance criteria for both the sample 
extraction (based on PANN model) and manual labeling 
were set quite high. 
 

Table 1. Composition of the broiler 
vocalizations database (number of audio 
samples and total duration). 

Sound type Week 
1 

Week 
2 

Week 
3 

Week 
4 

Week 
5 

Distress calls 188 
(1377s) 

48 
(224s) 

136 
(900s) 

55 
(285s) 

59 
(282s) 

Pleasure notes 685 
(3183s) 

67 
(251s) 

51 
(184s) 

0 0 

Short peeps 51 
(218s) 

212 
(960s) 

154 
(799s) 

151 
(595s) 

54 
(214) 

Warbles 24 
(66s) 

85 
(214s) 

96 
(286s) 

49 
(127s) 

52 
(125s) 

Other sounds 83 
(314s) 

22 
(84s) 

59 
(187s) 

128 
(421s) 

50 
(154s) 

 

3.2 Architecture and performance of the recognizer 

This section describes the construction of the broiler 
vocalization detector, based on a custom neural network 
trained and validated on the vocalization database.  

3.2.1 Neural network architecture 
The proposed neural network accepts on input a time-
frequency representation on the input signal in the form of a 
log-mel spectrogram. In particular, the input signal, after 
being resampled to 16kHz, is converted to a spectrogram 
using 512-point Short-Time Fourier Transform with 
window of the same size, 160 samples (10ms) hop length 
and Hann window. The STFT is then processed with 64 
mel filters that span the frequency range from 50Hz to 
8kHz. Finally, the mel spectrogram is converted to decibel 
scale and linearly scaled to fit the (-1, 1) values range.
The neural model has been designed as a fully-
convolutional neural network with 11 2D convolutional 
layers and one 1D convolutional layer. Each 2D 
convolutional layer uses ELU activation and is followed by 
a batch normalization that speeds up model convergence. 
The output 1D convolutional layer has an effective stride of 
24 spectrogram frames (240ms). It consists of six neurons: 
the first five generate logits related to the broiler 
vocalization classification and the final neuron estimates 
normalized broiler age. The addition of broiler age as a 
training target helps the model to discover and understand 
the tight dependency between the chicken age and 
vocalization pitch which improves its accuracy. 
The effective receptive field of the model in time axis is 194 
frames. Because convolutional layers do not use padding 
(they are all valid convolutions), this is also the minimal 
length of the spectrogram required to obtain a prediction. 
The same length of the spectrogram was also used during 
the pre-training and fine-tuning. For detailed breakdown of 
the parameters of convolutional layers please refer to Tab. 
2. 
The model consists of a total of 1.16 million trainable 
parameters and is able to processes 60 seconds of audio 
signal in one second on a modern multicore CPU. 

3.2.2 Pre-training on AudioSet 
Before the actual training on broiler sounds, the proposed 
neural network was first pre-trained on AudioSet [8]. The 
pre-training used a sample of 100k recordings from the 
AudioSet database that is focused on bird and fowl sounds. 
In particular, the sample included all available AudioSet 
recordings that were labeled with a “Bird” or “Fowl” label 
or any of their 20 sub-labels, which accounted for about 35k 
of recordings. The additional 65k recordings were selected 
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Table 2. Configuration of the neural 
network’s convolutional layers and spatial 
resolution of output activation matrixes for a 
minimum-sized input of 194 spectrogram 
frames and 64 frequency bands. All 
dimensions are provided in following order: 
frequency, time. 

Layer 
type 

Filters Kernel Strides Output 
shape 

Conv 2D 64 3, 3 1, 1 62, 192 
Conv 2D 64 3, 3 1, 1 60, 190 
Conv 2D 96 4, 4 2, 2 29, 94 
Conv 2D 96 3, 3 1, 1 27, 92 
Conv 2D 128 3, 5 2, 3 13, 30 
Conv 2D 128 3, 3 1, 1 11, 28 
Conv 2D 128 3, 4 2, 2 5, 13 
Conv 2D 128 3, 3 1, 1 3, 11 
Conv 2D 128 3, 3 1, 1 1, 9 
Conv 2D 128 1, 3 1, 2 1, 4 
Conv 2D 128 1, 4 1, 1 1, 1 
Conv 1D 6 1 1 1 

 
to uniformly represent the remaining 505 AudioSet labels. 
During the pre-training the final 1D convolutional layer of 
the neural network was temporarily replaced with a 527-
neuron layer with sigmoid activation. The pre-training was 
conducted for 100 epoch using Adam optimizer with a 
learning rate of 0.001 and Mean Squared Error loss. 
Training batches included 32 samples. During training, a 
Mean Average Precision was controlled on a small (3%) 
held-out validation dataset and the best model weights were 
saved. 

3.2.3 Broiler vocalizations pre-processing 
Before being used for neural model training, broiler 
vocalization recordings have been cleaned from 
background noise using a state-of-the-art nonstationary 
noise suppression algorithm [9]. This effectively removed 
ventilation hum and background babble from other poultry 
farm animals and staff. The main motivation for removing 
the background noise was to obtain clean vocalizations and 
to prevent model from finding false relations in the input 
signals not related to welfare of the experimental broilers. 

3.2.4 Fine-tuning for broiler vocalization detection 
In this stage the model, previously pre-trained on AudioSet, 
was fine-tuned to detect broiler vocalizations using the 
broiler vocalization database. The fine-tuning was split into 

two steps. In the first step only the output 1D convolutional 
layer was trained while weights of the 2D convolutional 
layers remained fixed. 
In the next step five copies of the model (and its weights) 
were created and combined into one meta-model with 5 
branches (Fig. 6). The five individual models became 
branches of the meta-model. All branches were identical 
except for the number of initial 2D convolutional layers 
whose weights remain fixed (frozen) during fine-tuning. In 
particular, the first branch had no weights fixed, in the 
second branch the first convolutional layer’s weights were 
fixed, in the third branch two convolutional layers’ weights 
were fixed and so on. 
 

Figure 6. Neural network model training in 3 
stages. Blue color indicates frozen weights 
(not updated during training). 

 
The idea of using the branched model with different 
number of fixed layers in each branch is similar to inception 
[10]. Like inception module, our branched model exploits 
different views on the same data because in each branch the 
predictions are being made based on features of different 
complexity: branch number one can optimize all features 
for the target task, but branch number five must build 
predictions based on medium-level features that cannot be 
changed. Eventually the branched model underwent a 
standard training on the broiler vocalizations which finished 
the training process. 
In both steps training was conducted for 50 epochs using 
batch size of 16 and an Adam optimizer with a learning rate 
of 0.001. The optimized loss function was a weighted sum 
of broiler vocalization classification loss (categorical 
crossentropy) and broiler age estimation loss (mean squared 
error), with the latter having the weights of 0.5 to 
emphasize its smaller importance. In both cases the 
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controlled parameter was broiler vocalization classification 
balanced accuracy on a held-out validation set, which 
dictated when the final model weights snapshot was taken. 

3.2.5 Evaluation procedure 
In order to evaluate the effectiveness of the proposed 
solution an extensive evaluation procedure has been 
conducted. First the broiler vocalization database was split 
into training, validation and testing subsets by selecting 25 
random recordings from each class as testing set and 
another 25 random recordings from each class as validation 
set. Next, for each recording a ground truth normalized
broiler age was assigned by taking the difference between 
this recording’s beginning timestamp and first recording’s 
beginning timestamp and dividing it by the experimental 
broiler lifespan (35.68 days). 
The test set was used only once after the whole training 
pipeline concluded to measure model’s effectiveness. The 
whole experiment was repeated ten times with random split 
between training, validation and testing and results on the 
test set from each repetition were aggregated and jointly 
summarized. As such, the final results are presented on a 
test dataset of 1250 recordings (5 classes, 25 recordings per 
class, 10 experiments). 

3.2.6 Performance of the detector 
The proposed method achieved a broiler vocalization 
classification balanced accuracy of 87.9%. Detailed 
information about the recognizer performance is presented 
in Tab. 3. 
 

Table 3. Accuracy of the broiler vocalization 
classifier. 

Broiler sound 
category 

Precision Recall F1-score 

Distress calls 91.7% 97.2% 94.4% 
Pleasure notes 93.6% 88.0% 90.7% 
Short peeps 78.7% 84.4% 81.5% 
Warbles 87.3% 87.6% 87.4% 
Other sounds 89.2% 82.4% 85.7% 
Macro average 88.1% 87.9% 87.9% 

 
Fig. 7 shows the recognizer’s confusion matrix. 
Considering the broiler age estimation, the recognizer’s 
mean absolute error was 2.02 days (6% of broiler life span). 
The histogram of the broiler age estimation errors is 
depicted in Fig. 8. 
 

 

Figure 7. Confusion matrix of the broiler 
vocalization recognizer. 

 
 

 

Figure 8. Histogram of broiler age 
estimation error. Values below 0 indicate that 
the estimated broiler age was lower than the 
actual age. 

 
Finally, in Tab. 4 we demonstrate how certain 
components of the proposed solution contribute to the 
detector’s performance. 
The ablation was performed by removing/disabling 
single features from the proposed solution whenever 
possible. Isolating the influence of pre-training on the 
performance of the recognizer was difficult, because the 
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multi-branch approach was designed specifically to 
enhance knowledge transfer from the pre-trained model. 
Removing pre-training from the branched model would 
result in freezing random weights in the model branches 
which would make little sense. For this reason, the 
ablation investigates the difference between multi-
branch and single-branch model, both utilizing pre-
trained weights, and separately investigates the influence 
of removing pre-training from a single-branch model. 
 

Table 4. Ablation study of the proposed
vocalization detector. 

De-
noising 

Multi-
branch 

Pre-
training 

Age as 
extra 
training 
target 

Broiler 
vocalization 
detection 
balanced 
accuracy 

Broiler 
age 
estimation 
mean 
absolute 
error 
[days] 

Yes Yes Yes Yes 87.9% 2.02 
No Yes Yes Yes 80.8% 1.72 
Yes No Yes Yes 86.5% 2.76 
Yes No No Yes 84.2% 4.47 
Yes Yes Yes No 87.2% - 
 
As can be seen, amongst the considered elements of the 
proposed recognizer’s pipeline, the biggest improvement 
(7.1 percentage points (p.p.)) was achieved with the 
addition of nonstationary noise suppression. At the same 
time this addition has worsened the broiler age 
estimation accuracy. This indicates that, when trained 
without noise suppression, the recognizer finds 
considerable amount of false clues in the acoustical 
background. 
When a single-branch model starts training from pre-
trained weights it reaches a performance that is 2.3 p.p. 
better than in the case when the training starts from 
random weights. This also has a considerable impact on 
minimizing the broiler age estimation error. On top of 
that, adding multiple branches to better utilize the pre-
trained weights improves the broiler vocalization 
classification by additional 1.4 p.p. In total the optimally 
transferred knowledge improves the recognizer’s 
balanced accuracy by 3.7 p.p. The smallest improvement 
was observed with the addition of broiler age as an 
additional training target. 

3.2.7 Detection of combinations of sounds 

As mentioned in section 3.1.1, all audio samples labeled as 
“combination of sounds” were not included in the database 

of broiler vocalizations and subsequently these examples 
were not shown to the neural network during training. 
Instead, these samples were processed by the trained 
recognizer and it was found that in most cases (~86%) the 
recognizer was able to identify one vocalization type with 
high confidence (probability > 80%). Additionally it was 
observed that the distribution of these predictions roughly 
matches the distribution of samples in the vocalization 
database (Tab. 1). This leads to a conclusion that, when 
presented with a combination of broiler vocalizations, the 
recognizer should be able to identify the dominant one. In 
the next stages of the project it will be verified if such 
solution will be sufficient for broiler welfare monitoring in 
a large-scale housing. 

4. PREDEPLOYMENT IN A MEDIUM-SCALE 
HOUSING 

To validate the use of the proposed model, a study in a 
medium scale housing at ILVO, Belgium was set up. 
Currently, a sequence of four trials is being developed. Per 
round, the study includes a total of 560 Ross 308 broiler 
chickens, randomly assigned to two treatments with two 
replications of 140 broilers each one (4 pens of size 9m x 
4m). Treatment conditions comprised maintenance of 
standard temperature in one compartment, while the other 
compartment was subjected to heat stress of 32°C for six 
hours per day, between days 28 to 33 and days 35 to 40. 
 

 

Figure 9. Schematic overview of the 
experimental setup. Two compartments (with 
and without heat stress) each contain 2 pens 
with 140 broilers each. The position of the 
acoustic vocalization detector (microphone) 
is indicated. 
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Two vocalization detectors are installed per pen, with 
microphone at approx. 1.5m height, to monitor variation in 
broiler vocalization between different compartments as a 
proxy for the broiler welfare.  

5. CONCLUSIONS 

The broiler vocalization recognizer achieved a considerable 
accuracy on 4 classes of vocalizations with very limited 
confusion, which should allow for automatic long-term 
monitoring of poultry farms. However, assessment of its 
applicability in a real-life situation is still ongoing. 
Although the authors have taken measures to ensure 
sufficient generalization ability of the model, there is still a 
risk that it will fail to produce consistent results in all 
expected operational conditions. We also acknowledge the 
fact that the recognizer in its current form is not able to 
detect simultaneous occurrence of multiple vocalization 
types, which might prove to be of significant importance in 
large-scale tests. If any of these risks materializes it might 
be necessary to extend the database with recordings 
registered in other conditions, or to simulate such conditions 
by generating synthetic samples or mixing samples of 
different vocalization types. Additionally, the recognizer 
accuracy might be further improved by using more 
sophisticated network architectures and training schemes, 
but only if they won’t increase the overall computational 
complexity, which has to remain relatively low to keep the 
solution cost-effective. 
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