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ABSTRACT

Binaural spatial audio reproduction systems use measured
or simulated head-related transfer functions (HRTFs),
which encode the effects of the outer ear and body on
the incoming sound to recreate a realistic spatial auditory
field around the listener. The sound localisation cues em-
bedded in the HRTF are highly personal. Establishing
perceptual similarity between different HRTFs in a reli-
able manner is challenging due to a combination of acous-
tic and non-acoustic aspects affecting our spatial auditory
perception. To account for these factors, we propose an
automated procedure to select the ‘best’ non-individual
HRTF dataset from a pool of measured ones. For a group
of human participants with their own acoustically mea-
sured HRTFs, a multi-feature Bayesian auditory sound lo-
calisation model is used to predict individual localisation
performance with the other HRTFs from within the group.
Then, the model selection of the ‘best’ and the ‘worst’
non-individual HRTFs is evaluated via an actual localisa-
tion test and a subjective audio quality assessment in com-
parison with individual HRTFs. A successful model-aided
objective selection of the ‘best’ non-individual HRTF may
provide relevant insights for effective and handy binau-
ral spatial audio solutions in virtual/augmented reality
(VR/AR) applications.
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sation, computational auditory modelling, listening tests.
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1. INTRODUCTION

A head-related transfer function (HRTF) encodes binau-
ral and monaural spatial hearing cues, which the human
auditory system has learnt to use when estimating the di-
rection of an incoming sound source [1]. The individual
HRTF depends on the anatomy of the human ears and
body. It can be acoustically measured in a laboratory and
used for binaural (headphone) spatial audio reproduction.
However, these measurements are unfeasible on a mass
scale, so widely available binaural spatial audio applica-
tions use non-individual HRTFs, typically measured on
a mannequin head. This may impact the quality of the
spatial audio experience and affect the localisability of
sounds [2], or again the sensation that the sound is coming
from outside of the listener’s head (externalisation) [3].

Various methods have been proposed to personalise
HRTFs without acoustically measuring them for an indi-
vidual [4]. Some attempt to select an HRTF measured on
another person that is similar to an individual one. These
methods rely on establishing a similarity metric between
different HRTFs, which is a multidimensional challenge
due to a combination of acoustic and cognitive aspects of
spatial hearing. On the one hand, previous studies have
used objective numerical metrics, such as spectral differ-
ences [5] or matching based on pinna geometry [6], but
these metrics are based on empirical simplifications of
the human perception [7]. On the other hand, some stud-
ies have employed subjective rankings to select the best-
fitting non-individual HRTF [8]. However, they require
direct human input and often output unreliable and non-
repeatable results, especially for naı̈ve listeners [9, 10].

Aiming to combine the numerical and the percep-
tual worlds, we present a metric based on an auditory
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sound localisation model as a step towards a perceptually-
motivated automated non-individual HRTF selection pro-
cedure. The auditory model predicts the human sound
localisation performance with a specific HRTF, so the
method is numerical but accounts for the human percep-
tion of sound in space. In this study, the method, proposed
in [11] (summarised in Sec. 2.1), has been applied to a
new HRTF dataset. The selection is then evaluated using
sound localisation and spatial audio quality tests (detailed
in Sec. 2.2). Sec. 3.1 presents the initial HRTF selection
results while Sec. 3.2 and Sec. 3.3 show and discuss some
preliminary data from the listening tests. The work is con-
cluded and the future outlook is highlighted in Sec. 4.

2. METHODOLOGY

2.1 Non-individual HRTF selection

40 HRTFs from the SONICOM dataset [12] were used in
this study. To avoid any post-processing artefacts affect-
ing the selection (as well as the listening tests, discussed
in the following sections), windowed (5 ms) and not free-
field compensated versions of HRTFs were chosen (in line
with previous similar work [8]). For each subject from the
subset, the ‘best’ and the ‘worst’ non-individual HRTFs
were selected from the other 39, according to the selec-
tion procedure detailed in [11]. The procedure was based
on the sound localisation test simulation using a Bayesian
auditory sound localisation model [13], available from the
Auditory Modelling Toolbox (AMT) [14].

In summary, the model is supplied with the individ-
ual HRTF of the listener as a template, and it predicts the
localisation errors for given directions when using a non-
individual (target) HRTF. It does so by extracting binaural
and monaural features from the target HRTFs, corrupting
them by internal noise (to account for the limitations of the
auditory system), and matching them with the template
features using Bayesian inference. The model has five free
parameters to account for acoustic and non-acoustic fac-
tors of individual human sound localisation performance.
However, sound localisation data required to calibrate the
model for each individual were unavailable for the given
set of subjects, so the parameters were set to the medians
of the values obtained from the calibration exercise with
16 subjects from another dataset (reported in [11]).

The selection procedure analyses the predicted local
polar root-mean-square (rms) error (PE; calculated over
responses that were within 90◦ from the target position
in the polar angle) and quadrant error (QE; percentage

of polar errors > 90◦) distributions within a small range
of directions in front of the virtual listener (±11.5◦ polar
and ±30◦ lateral angles in the interaural-polar coordinate
system) for each non-individual HRTF (these metrics, ini-
tially defined in [15], are described in more detail in [11]).
As reported in [11], we expect a normal PE distribution
in this region when localising sounds rendered with the
individual HRTF, while poorly matched non-individual
HRTFs might result in a skewed or multimodal PE dis-
tribution, deviating from normality. Thus, our procedure
firstly classifies the HRTFs into good and bad based on
the Shapiro–Wilk test, preferring HRTFs that would main-
tain normality in the simulated PE distribution. It then
selects one ‘best’ HRTF from the good HRTFs and one
‘worst’ from the bad HRTFs based on the combination of
the smallest/highest PE and QE.

2.2 Listening tests

Listening tests were conducted to evaluate the non-
individual HRTF classification methodology. The tests
were done in a virtual reality (VR) environment using
Meta Quest 2. A standalone test application was devel-
oped in Unity and built for the VR headset, running an
Android operating system. The binaural sound spatialisa-

Figure 1. Sound localisation test environment during
the alignment process before each trial. The head-
anchored reticle (red +) must be aligned to the circu-
lar target for the sound to be played. The perceived
direction is registered using the controller.
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tion with custom HRTFs was handled by the 3D Tune-In
Toolkit [16] via its Unity Wrapper 1 . For the listening
tests, subjects were sat on a swivel chair (to ease rota-
tions), and the tests were performed in a sound-insulated
lab. The sounds were played via Sennheiser HD 599 head-
phones connected directly to the VR headset. These head-
phones were used due to their lower impedance compared
to other studio-quality open-back headphones, which al-
lowed us to obtain sounds of sufficient loudness from the
low-power VR device. No headphone equalisation was
performed. However, the headphone response is static and
direction-independent, so listeners could adapt to it during
the short accommodation phase before the tests.

Two tests were conducted in sequence: a static sound
localisation test and a spatial audio quality assessment.
Both tests were performed in a similar visual VR environ-
ment that contained a ground plane, a starry night skybox,
and a coordinate sphere with three different coloured cir-
cles to indicate the median, horizontal, and frontal planes
with respect to the original listener position. These were
included as an aid for head positioning and pointing in
an otherwise minimal VR environment. Listeners were
given the Quest controller, corresponding to their domi-
nant hand, to control the test. A 3D model of the con-
troller in the VR environment was mapped to the physical
controller to provide sensory consistency. The differences
between the two test setups are highlighted below.

2.2.1 Localisation test

The localisation test in VR was inspired by the test design
first proposed by [17] and later updated in [6] and [18].
The listeners performed a static localisation test to repli-
cate the scenario modelled with the auditory sound lo-
calisation model. A screenshot from the test interface
is shown in Fig. 1. The lighting of the environment was
dimmed to minimise the influence on the localisation from
the visual environment while maintaining some visibility
of the coordinate axis. Before each trial, subjects were
asked to position themselves in the middle of the coor-
dinate sphere and orient their heads towards the original
direction (set at the start of the test). This was done with
an aid of a reticle which followed the eyesight and a target
disk positioned in the original front position. These were
red when not aligned with each other and turned green
once the alignment was reached (within 10 cm position
and 2.5◦ angle tolerance from the origin). The sound then

1 https://github.com/3DTune-In/3dti_
AudioToolkit_UnityWrapper

played after 1 s to ensure the listener was still. The sound
used in the test consisted of three consecutive 100 ms
Gaussian noise bursts, each windowed using a Hann win-
dow (total duration of the signal was 300 ms). The choice
to use three bursts instead of one continuous noise was
motivated by previous research which showed better lo-
calisability of such sounds [19]. The listeners were in-
structed to stay still while the sound was playing. If they
moved, the sound would stop and the listener would be
asked to reposition again. After the sound played, the sub-
jects were free to rotate their head. They were asked to
point to the perceived position of the sound source using
the controller, which had a virtual laser pointer attached
to it in the VR environment. The position was registered
by pressing a button on the controller. Then the listen-
ers were asked to realign themselves for the next trial (a
similar approach was already validated in [20]).

For each of the three conditions (individual HRTF,
the ‘best’ non-individual HRTF, and the ‘worst’ non-
individual HRTF), 40 source positions were tested 2 . The
directions were pre-selected, but their order was ran-
domised for each subject and each trial. The selected

2 The fourth condition, which used individual direct transfer
function (DTF), obtained by removing a direction-independent
component from the HRTF, was also included but its results are
not reported in this study.

Figure 2. Spatial audio quality test environment.
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positions were limited to be within ±30◦ lateral angle
(both front and back hemispheres) and ±45◦ polar an-
gle in the front and between 135◦ and 225◦ polar angle
at the back of the listener. The positions were selected
to sample these areas of the sphere relatively evenly but
with a slightly denser grid of 10 positions selected to be
within ±11.5◦ polar angle in the front, which corresponds
to the area used in the HRTF selection procedure [11].
The presentation order of the conditions was randomised
across the participants, but an even spread of orders was
ensured across the subjects to minimise biases on the lo-
calisation performance due to the running order. Before
the main test, a short training session was run with 20 po-
sitions and a different non-individual HRTF, measured on
a KEMAR mannequin, to familiarise subjects with the test
setup. During the first 10 training session trials, the sound
source was visible to provide minimal procedural adapta-
tion to the listening environment.

2.2.2 Spatial audio quality test

After the sound localisation test, listeners were asked to
perform a qualitative spatial audio assessment (see Fig. 2).
The test design was based on the Spatial Audio Quality
Inventory (SAQI) [21]. For each session, the listener was
asked to rate the difference between a reference and a test
sound according to one of the attributes presented. The
session control panel had buttons to play the reference,
the test, or pause the sound, a slider to rate the difference
based on the quality indicated at the top of the panel, and
a button to go to the next session. The rating scale on the
panel was adapted to the specific quality with correspond-
ing scale labels. The rating, made using the slider, was
reflected in a number box below. The slider could only
be moved once both sounds were played, and the listener
could only go to the next session after moving the slider.

Following the SAQI protocol, the listeners were first
asked to rate the overall difference between the two
sounds. If they indicated no difference, no further
questions would be asked. However, if the difference
was reported, they were asked to rate the same set of
test/reference sounds in the difference of ‘Tone colour
bright-dark’, ‘Externalisation’, and ‘Naturalness’ (SAQI
descriptions of each quality were also presented). Finally,
the listeners were asked if they wanted to report any other
difference, which they could describe to the invigilator.
The sound source was visible throughout the qualitative
assessment and could be moved to another place on the
coordinate sphere (without changing the distance). The
participants were asked to explore the sound scene by ei-

ther rotating their heads or moving the source before mak-
ing the final rating.

The test consisted of six sessions: three with a con-
tinuous noise train (similar to the one used for the local-
isation task) and three with an unintelligible speech sam-
ple (International Speech Test Signal (ISTS) [22]). The
reference sound was always rendered with the individ-
ual HRTF. The test sound was rendered using either the
individual HRTF (the same as the reference), the ‘best’
non-individual, or the ‘worst’ non-individual HRTFs. Be-
fore the actual test, the subjects were presented with a set
of instructions within the VR test environment which ex-
plained the control panel and helped subjects familiarise
with the test procedure.

3. RESULTS AND DISCUSSION

3.1 HRTF selection results

The model-based selection results for the 40 subjects are
presented in Fig. 3. The figure shows the classification of
each non-individual HRTF for each subject and highlights
the ‘best’ and the ‘worst’ HRTF from each group. The

5 10 15 20 25 30 35 40
Subject

5

10

15

20

25

30

35

40

Ta
rg

et
 H

R
TF

Bad Worst Good Best

Figure 3. Classification of non-individual HRTFs
based on the auditory sound localisation model pre-
diction for 40 subjects. The ‘best’ and the ‘worst’
HRTFs were used in the perceptual validation test.
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latter two HRTFs were used in the perceptual evaluation.
The selection methodology appears to consistently

select the same HRTF as the ‘worst’ for most subjects
(no. 33), which may indicate an HRTF with especially
poor spectral cues or an instance of a flawed HRTF mea-
surement. On the other hand, the selection of the ‘best’
HRTF is more varied but favours some HRTFs (especially
no. 10), implying that some HRTFs may allow for bet-
ter sound source localisation performances thanks to their
higher spectral variance. Moreover, the HRTF selection
is not reciprocal between subjects, which is a result al-
ready shown in the procedure calibration study on another
HRTF dataset [11], in other HRTF selection studies em-
ploying a different computational auditory model [23], as
well as previous perceptual studies [8, 24].

3.2 Localisation test results

In this section, we present some preliminary results of the
sound localisation test with a few subjects whose HRTFs
were included in the selection procedure.

At the moment of reporting, 17 subjects have per-
formed the listening tests, including a mix of naı̈ve and
experienced listeners. Fig. 4 shows boxplots represent-
ing PE and QE across the participants for three con-
ditions. Four participants who had PE ≥ 40◦ or QE
≥ 50% with the individual HRTFs were excluded from
the plots because their errors were deemed to be too big
to show meaningful results (approaching or exceeding
chance level). Therefore, the plots include data from 13
subjects. The error in the lateral direction is not reported
because it is typically lower and less dependent on the
HRTF than the polar and quadrant errors [25].

Overall, the sound localisation errors obtained from
the tests are relatively high but somewhat comparable to
the ones from previous studies (e.g. [17, 20]), especially
considering that several naı̈ve subjects were included in
the group. Participants generally felt that the localisation
task was very difficult. Many of them reported a sensation
that the sounds were mainly coming from their back. This
is reflected in the figure which shows QE rates approach-
ing 50%, a chance level. Importantly, the errors across the
subject group do not appear to reflect the specific choice
of the HRTF, including the individual HRTF condition
(which was expected to produce lower localisation errors).
The lack of relationship between the HRTF and the local-
isation errors may indicate that the sound source direc-
tion was too difficult for the listeners to discern, which led
to uncertain and highly-variable answers, irrespective of

the HRTF used. One possible explanation of these results
is that listeners relied on the most salient interaural cues
when indicating the direction, paying less attention and
thus not benefiting from better-matched monaural cues.
Reducing the test space to a sagittal plane might help in-
vestigate the validity of this hypothesis. Furthermore, the
subjects’ lack of experience with VR might have addi-
tionally corrupted the results. A potential improvement to
the localisation task would be to provide more extensive
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Figure 4. Sound localisation errors across 13 sub-
jects. Boxes show distribution quartiles and whiskers
present the full distribution extent. Dashed lines rep-
resent distribution means.
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training on the VR pointing procedure (similar to [17])
and investigate HRTF processing algorithms [26]. Fi-
nally, a high level of front-back reversal might have been
caused by the visual environment dominating the percep-
tion when the non-individual auditory cues were vague:
lack of visual source in the front of the listener led partici-
pants to believe that the sound must have come from their
back (even if the subjects were informed that the sounds
might come from any direction, both front and back). A
potential mitigation strategy would be to obscure the vi-
sual stimuli even more, using visual effects like fog (sim-
ilarly to [27]).

3.3 Spatial audio quality test results

Fig. 5 reports early results from the spatial audio quality
assessment across the 13 subjects, whose sound locali-
sation data were shown previously. Following the SAQI
test result analysis, similar to [28], the plots show the
rating medians and their 95% bootstrap confidence in-
tervals (CIs). The top row represents the ratings made
for the overall difference between the reference (individ-
ual HRTF condition) and different test HRTF conditions
(x-axis). The bottom row presents the comparison of
perceived sound externalisation. Results from tests with
noise bursts are on the left column while the right column
shows the results when using the speech sample. The first
condition on the x-axis is the control condition where the
test and the reference are the same signals, rendered using
the individual HRTFs. Although most subjects correctly
indicated no difference between the two when noise was
used, there were a few outliers who indicated a perceived
minor difference (the subjects were told that there may be
no difference between the test and the reference in some
conditions before the test started). The results were less
consistent for the speech sample, where more individuals
reported differences between identical conditions. Taking
into account the feedback received from participants, it
was concluded that the specific speech sample (ISTS) was
not a fitting audio signal for the test; different speech sam-
ples glued together in the audio sample varied too much
over time, and this variation was perceived as caused by
the change in condition when subjects were switching be-
tween the reference and the test signals.

For tests with continuous noise bursts, participants
tended to rate the ‘best’ HRTF as being less different from
the individual than the ‘worst’ HRTF. Since the Shapiro-
Wilk test didn’t reject the null normality hypothesis for
both distributions, a paired t-test was used and a sta-

tistically significant effect was found between the ‘best’
and the ‘worst’ conditions (t(12) = −3.05, p = 0.01).
However, the CIs for both conditions do not extend to
zero (which corresponds to no difference to the individ-
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ual condition) indicating that, in general, listeners found
the sound to be different with non-individual HRTFs as
compared to the individual one. This is less of a case
when using a speech sample, where the lower CI for the
‘best’ condition extends beyond zero, suggesting that the
perceived difference between the ‘best’ and the individual
HRTFs in speech might not be significant. Although the
median rating and the lower CI for the ‘worst’ condition
are higher than for the ‘best’ condition, the Wilcoxon test
(used because the two distributions are not normal) reveals
no significant differences between the two conditions.

For the differences in perceived externalisation, the
median ratings (or at least their CIs) are around zero, in-
dicating no significant effect of the HRTF condition on
externalisation. And although the median rating value for
the ‘worst’ HRTF condition when using noise bursts is
negative, the Wilcoxon test shows no significant differ-
ence between the ‘best’ and the ‘worst’ conditions. The
results suggest that assessment of externalisation with dif-
ferent HRTFs is difficult in such a setup, in line with con-
flicting findings from previous externalisation studies [3].

To obtain more conclusive results, the test procedure
must be reviewed and more participants need to take part
in the experiment. Furthermore, a more comprehensive
statistical analysis is ongoing, including data with other
SAQI attributes (‘Tone colour’ and ‘Naturalness’).

4. CONCLUSION

The study presented the use of a previously reported non-
individual HRTF selection procedure on the new SONI-
COM HRTF dataset [12]. The selected ‘best’ and ‘worst’
non-individual HRTFs were used in a perceptual valida-
tion using a sound localisation test and a spatial audio
quality assessment. Preliminary test results reveal that
procedurally selected ‘best’ non-individual HRTF is also
perceived to be less different from an individual HRTF
than the ‘worst’ one. However, the sound localisation
data is inconclusive but clearer results might arise from
improvements to the test design and HRTF processing,
data including more subjects (including a separate anal-
ysis on expert and naı̈ve listeners), and a more compre-
hensive statistical analysis. Overall, once validated, the
selection methodology could be used to improve binau-
ral audio technologies based on our perceptually-informed
metric in combination with other methods, e.g., by using
a sparse set of HRTF measurements done at home as an
individual template to be matched to a high-quality dense
non-individual HRTF set from a database.
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