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5 Department of Control and Computer Engineering, Politecnico di Torino, Turin, Italy

ABSTRACT
The urge for high-speed Internet connectivity, that we
have witnessed since the origins of the web, has now have
paved the way for pristine quality audio communications,
i.e., without artifacts arising from audio compression, and,
whenever possible, with low acquisition and processing
latency. In this work, we present a software applica-
tion (part of the HiFiReM project) that provides a unified
environment, both native/embedded and web-based, for
high-fidelity interactive multi-user musical performances
across the Internet. The system is shown to outperform
popular video-conferencing applications that adopt state-
of-the-art audio compression techniques in terms of per-
ceived audio quality. Subjective quality assessments con-
firm that, given adequate network conditions, users in-
volved in remote audio communications experience per-
formative conditions close to those of in-presence musical
interactions, even if at several miles of distance.

Keywords: networked music performance, web applica-
tion, WebRTC

1. INTRODUCTION

The COVID-19 pandemic has forced a paradigm shift in
the way musicians interact and perform with each other.
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With the enforcement of lockdowns and social distancing
protocols, traditional musical performances and collab-
orations have been severely constrained. Consequently,
the interest in remote musical interactions (namely Net-
worked Music Performances - NMP) has escalated, lead-
ing to the development of various software solutions cater-
ing to this domain.

However, despite the existence of several experimen-
tal and commercial NMP solutions, their adoption outside
highly specialized user communities has been, up to now,
quite limited. The main reason is that these solutions of-
ten require a high level of technical-IT knowledge, making
them inaccessible to non-expert users. In contrast, widely
used videoconferencing tools have become the go-to plat-
forms for remote music teaching and collaboration, de-
spite their apparent limitations in terms of performance
and audio quality.

With the development of a hybrid web-based and na-
tive application, the research described in this paper aims
to demonstrate that the user’s preference for less sophis-
ticated solutions can be addressed without compromising
the overall quality of experience in terms of audio quality,
thus catering to the high-fidelity audio demands of pro-
fessionals while still being effortlessly operable through a
web interface.

After a brief overview of the state of the art in Sec-
tion 2, the description of the architecture of the proposed
solution follows in Section 3, while the audio quality re-
sults obtained after a subjective assessment phase are re-
ported in Section 4. Section 5 concludes the paper.
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2. STATE OF THE ART

During the COVID-19 pandemic, prevalent software tools
for NMP and remote music teaching included videocon-
ferencing applications such as Zoom [1], Skype [2], and
Google Meet [3]. Though specific NMP applications with
dedicated functionalities and far better audio quality al-
ready existed [4–8], most users opted for well-known
videoconferencing software, clearly preferring ease of use
over superior audio performance [9].

Furthermore, as it will be demonstrated in the sub-
sequent sections of the paper, the audio quality attained
through Zoom and Skype is generally deemed superior to
that achievable through Google Meet. Nevertheless, the
latter platform has also garnered a substantial user base,
even among audiophiles. One plausible explanation for
this phenomenon is the clear distinction that exists be-
tween these tools. Whereas the two former ones are na-
tive applications that necessitate downloading, installa-
tion, and configuration on local computers, the latter is
a web-based application that operates on web browsers,
thereby obviating any need for installation and configura-
tion procedures.

The trend toward web-based software solutions for re-
mote musical interactions has emerged also in the after-
math of the pandemic. A good number of the new so-
lutions that appeared on the market in the last two years
adopted the form of web-based services that can be ac-
cessed directly through the web [10–13], thereby enabling
even those with limited computer proficiency to utilize
them without encountering any skill-based impediments.

However, the actual improvement of these new ser-
vices mainly focuses on the implementation of new fea-
tures, such as additional audio controls and mixing op-
tions, to meet the requirements of musicians. On the con-
trary, in terms of audio quality, their implemented im-
provements are marginal and do not go beyond the ones
achievable with a fine-tuning of the options provided by
Skype or other web-based applications like Jitsi (Google
Meet, unfortunately, does not allow for such customiza-
tions). Moreover, the communication latency remains
within the range of interactive speech communications,
which typically falls between 100-300 ms [14]. This la-
tency is far beyond the ultra-low delay necessary for net-
worked music performance, which is below 30 ms [15].

The reason for such a limitation is that, as far as we
know, all these web services were implemented using the
Web Audio [16] and WebRTC [17] standards, that do not
permit transmitting audio data with low delay and without
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Figure 1: The proposed application web interface is
shared between the native and the web implementa-
tion. Users can musically interact with other peers
leveraging either the web or the native channel, us-
ing the same audio representation.

perceptual audio compression. Even with high bit rates,
such compression hinders the audio quality and adds al-
gorithmic delay during the encoding process [18].

In addition, audio processing algorithms designed for
voice communications can introduce sound artifacts due
to automatic gain adjustment mechanisms that change
sound levels. Furthermore, noise-canceling algorithms
tend to dampen sustained stationary sounds, while algo-
rithms for adapting playback speed to channel bandwidth
fluctuations can alter the pitch and timbre of sounds.

This project aims to overcome the aforementioned
limitations by providing a unified solution, both web and
native, for the transmission of pristine (uncompressed)
stereo audio. This approach attempts to find a compro-
mise between technical sophistication and ease of use in
designing NMP solutions that cater to a broad range of
users.

3. SOFTWARE ARCHITECTURE

The service architecture leveraged in this paper is an en-
hanced version of the one presented in [19]. The service is
structured around a client component which has two im-
plementations, a web-based one and a native one. Inde-
pendently of the implementation, in both versions of the
client, the user interacts via the same Graphical User In-
terface (GUI) accessible through the web browser.

As shown in Fig. 1 the user can choose to activate the
interactive music communication either through the web
browser itself or through the native implementation that
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runs on a dedicated device.
In short, the rationale behind opting for a hardware

component over a personal computer is that it eliminates
the need for software installation and the possibility of
conflicts with other software. Additionally, it allows for
the implementation of the application to suit the specific
hardware, thereby optimizing computational performance
and audio input/output chain. In fact, direct access and
configuration of the audio card (something that is not
available in the web context) permit to reduce the audio
latency of the NMP system to its minimum. The native
implementation is based on a Raspberry Pi 4B, it runs on
top of a custom Linux Os, and it reaches a latency in the
order of 10-15 ms. Additional details on the performance
of the native implementation can be found in [19].

On the other side, the server component of the system
is limited to managing the signaling functionality, which
enables the discovery of the various clients and the initial-
ization of the communication.

Despite the differences in the communication proto-
cols, both the communication channels, i.e., the one ini-
tiated by the web application and the one initiated by the
native application, carry the same audio format; thus, they
are equivalent in terms of audio quality. The audio data
is transmitted as plain uncompressed 16-bit PCM [20],
which ensures unaltered audio quality at the receiver.
While sending uncompressed audio is straightforward in a
native application, the relevant contribution of this work is
the achievement of the same result also on a peer-to-peer
communication between web browsers.

In fact, the proposed system avoids using the conven-
tional WebRTC components for the management of au-
dio communications, i.e., the MediaStream and RTCPeer-
Connection. Instead, a new implementation (initially pre-
sented in [21]) has been tested, which, after the audio
acquisition utilizing an AudioWorklet, extracts the audio
samples from the MediaStream and redirects them to an
RTCDataChannel for transmission over the network. This
implementation allows for controlling the audio process-
ing and communication channel at a very low level, i.e.,
bypassing the speech-oriented algorithms built into the
RTCPeerConnection that alter the audio signal. In ad-
dition, the SharedArrayBuffer object used for the data
transfer between the AudioWorklet and the main thread
showed to be extremely efficient, i.e., with negligible la-
tency and processing overhead. The system shows laten-
cies as low as 40 ms on Firefox on macOS, and in gen-
eral achieves a latency reduction of 10 to 50% w.r.t. the
conventional WebRTC setup. Further details on the archi-

(a) Anechoic room setup

(b) Listening test hardware

Figure 2: Listening test performed in the anechoic
chamber of Politecnico di Torino [22].

tecture of the system and its performance can be found
in [18].

The combination of the AudioWorklet, SharedArray-
Buffer, and RTCDataChannel proved to be able to effi-
ciently handle the strict communication requirements of
NMP, both in terms of bitrate and frames per second, with-
out any noticeable performance reduction with respect to
the conventional RTCPeerConnection implementation.

4. AUDIO QUALITY EVALUATION

From the point of view of the system’s audio quality, the
performance of this software implementation is compared
to that of state-of-the-art NMP software.

To evaluate the best performance achievable by the
different applications while excluding the impact of net-
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work conditions (that are out of our control of the soft-
ware engineer), the experiments have been carried out on a
wired local network operating at 1 Gb/s, where the impact
of transmission bandwidth, latency, and network losses
are negligible. In this context, where network delay vari-
ability can be assumed more consistent than on the pub-
lic Internet, a small de-jitter buffer has been used, i.e., a
buffer introduced at the receiver side to prevent losses due
to late packets. The size of the de-jitter buffer is roughly
comparable among the different applications being con-
sidered (in the order of 5-9 ms for the native solutions and
20 ms for the web solutions).

4.1 Subjective audio assessment without packet losses

A subjective audio test has been performed to compare the
proposed solution with state-of-the art solutions used for
remote music interaction during the COVID-19 pandemic.

The test was carried out in an anechoic chamber
with a background noise level in accordance with the
recommendations of ITU-R BS.1116-1 by 26 subjects
who self-declared to have non-impaired hearing condi-
tions and who evaluated four stimuli corresponding to
different types of audio selected from the material al-
ready used in a previous study [9]. For each stimulus,
the uncompressed audio transmitted by the proposed so-
lution was compared to the compressed audio transmit-
ted by the benchmark applications through an ABX-type
test [23] presented to each participant through headphones
(Sennheiser 600HD).

In this procedure, three stimuli are presented to the
listener: stimulus A and stimulus B, which have a known
difference, and stimulus X. The listener’s task is to iden-
tify whether X equals A or B. If there is no audible dif-
ference between the two signals, the listener’s responses
should be binomially distributed, such that the probability
of responding X = A equals the probability of responding
X = B, i.e., 50%. This score is interpreted as an indica-
tion of the absence of perceptual differences between A
and B.

The minimum number of correct answers needed to
indicate a perceptual difference can be given by the in-
verse cumulative probability of a binomial distribution
based on the number of trials, confidence level and prob-
ability of correct answer. For the conditions of the test
performed, the minimum number of correct answers nec-
essary to indicate a statistically significant perceptual dif-
ference is 17.

The four stimuli presented to the subjects represented

different audio material: i) a bowed violin playing pitch
B6 for 6.7 seconds (Violin), ii) a cello playing pitch C6
for 6.9 seconds (Cello), iii) a female sex soprano singing a
C5 for 2.8 seconds (Female NV), and iv) a female sex so-
prano singing a G4 with operatic vibrato production (Fe-
male V). Each stimulus was then recorded after the pro-
cessing and transmission with each one of the four consid-
ered applications: i) the proposed solution, ii) Zoom with
“original sound” option turned on, iii) Jitsi with gain con-
trol, noise reduction, and echo cancellation disabled, and
iv) Google Meet with its default configuration (since it is
impossible to customize its audio processing features).

In the first row of Fig. 3, the time and frequency rep-
resentation of an audio track is presented, consisting of a
bowed violin playing the pitch B6 quietly (-12 dB). The
subsequent rows display the audio impairments produced
by various applications, including, from top to bottom, the
proposed solution, Zoom, Jitsi, and Google Meet. For
each application, the Signal-to-Noise Ratio (SNR) [24]
and the Log-Spectral Distance (LSD) [25] were computed
and shown in the figure respectively in the time and fre-
quency domain plot. It is acknowledged that the time do-
main difference and SNR computation are not significant
for audio distortion. In fact, due to the involvement of an
analog section in the communication path, a slight mis-
alignment of even a portion of a sample period leads to
low SNR, not justified by the listening and by the spectral
difference evaluation. The spectral difference representa-
tion yields instead significant results, as further demon-
strated by subjective listening tests, indicating that the
proposed implementation can achieve almost transparent
quality even if implemented as a web application. A qual-
ity that is clearly superior to the one offered by similar
software such as Jitsi and Google Meet. Although there
is some distortion at low frequencies in the Zoom plot,
the subjective tests evaluated its audio as nearly transpar-
ent. It is highly likely that the spectral difference is due to
components of the sound that are masked by the original
signal and, therefore, imperceptible.

Figure 4 shows the overall results of the subjective ex-
periment. In the case of audio transmitted by the proposed
system, only 12-14 subjects out of 26 correctly identified
the non-original audio in the various listening tests, while
in the case of audio transmitted by a third-party web appli-
cation, 13-25 out of 26 people correctly identified the non-
original audio. As mentioned in the previous paragraph,
the results of correct answers above 17 have been consid-
ered as statistically significant in order to confirm the per-
ceived differences. The results indicate that the audio of
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Figure 3: The first row shows the time and frequency domain representation of an audio segment (bowed
violin). The following rows show the distortions introduced by the proposed audio transmission framework
and by three state-of-the-art videoconferencing solutions, mainly due to perceptual codec compression and
automatic digital signal processing applied to the original signal. The plots also indicate the Signal-to-Noise
Ratio (SNR) and the Logarithmic Spectral Distortion (LSD) computed between the original and the processed
signal for the proposed framework and then for Zoom (with the original audio feature turned on), Skype (with
audio processing disabled) and Google Meet.

the proposed system does not show any significant differ-
ence for all the stimuli, conversely, Google Meet presents
significant differences independently on the type of stim-
uli. On the other hand, Zoom shows significant differ-
ences for the instrumental stimuli, i.e. Cello and Violin,
while for Jitsi, a significant difference emerges for the Fe-
male singing a C5 (Female NV) only.

4.2 Subjective audio assessment with losses

For the proposed solution, an additional simulation and
a corresponding subjective test have been performed to
evaluate the effect of audio packet losses on the audio
quality perceived by the receiving user. Unfortunately,
the same experiment could not be performed on the other
software because they are not open source and thus their

source code cannot be accessed to simulate the effect of
packet losses and their concealment.

Whenever an audio packet is unavailable for play-
back at the receiver in due time, either because it was
dropped by an intermediate network node or because it
was excessively delayed, a gap may occur in the playout.
Since the retransmission of the data from the sender is not
applicable due to the strict latency constraints of NMP,
Packet Loss Concealment (PLC) techniques are usually
employed to reconstruct the original audio frame in or-
der to reduce the auditory perception of an artifact or
glitch [26].

In the following, we present the performance of the
concealment technique described in [27], when applied to
the audio playout streams generated by the NMP appli-
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Figure 4: Results of the subjective experiments with
no losses. Four stimuli – female sex soprano (Fe-
male NV), female sex soprano with vibrato (Female
V), cello (Cello), and bowed violin (Violin) – pro-
cessed by four different systems – the proposed one
(P), Zoom (Z), Jitsi (J), and Google Meet (M) – have
been presented to 26 subjects. The statistical signifi-
cance threshold of correct answers is 17.

cation presented in this paper. More in detail, the missing
audio frames are reconstructed by means of an autoregres-
sive model that is capable of predicting and synthesizing
the lost audio section based on its historical trend, with-
out introducing any additional delay [28]. This technique
is compared with two standard concealment algorithms,
typically implemented in NMP software, that fill the audio
gap with silence (silence substitution) or with the repeti-
tion of the last received audio frame (pattern replication).

Two audio files with a duration of 5 seconds were
selected from six audio categories (violin, drums, piano,
guitar, songsm and generic audio) for a total of twelve
audio samples. Each sample was then divided into au-
dio frames of 128 samples, i.e., about 5.8 ms at 22’050
Hz. Packet losses were simulated by selecting twenty
random frames from each sample that have been recon-
structed with the three PLC techniques. During the sub-
jective quality test, each subject was presented with twelve
questions, one for each audio sample. First, each subject
was asked to listen to the original audio version and then
to the three reconstructed signals, in a random order, with-
out any indication of the corresponding concealment tech-

nique. Finally, each subject was asked to select, out of the
three reconstructed signals, the one which sounded more
similar to the original version. This test involved a total
of 25 subjects. A minimum number of 17 answers are re-
quired to indicate a statistically significant preference for
the AR models PLC technique w.r.t. the traditional PLC
techniques.

The results of the test are shown in Tab. 1. In most
cases, the most effective PLC technique is the one based
on AR models. In particular, AR models show particu-
larly good performance with signals that contain sustained
sounds, as in the case of piano, violin, and guitar, while
their benefits are reduced in the case of sounds contain-
ing abrupt transients, such as drums. This is due to the
fact that, since AR models predict future samples based
on the past history of the audio stream, sustain-oriented
signals have low variability, thus it is easier to predict
their future evolution, whereas transient-oriented signals
have high variability, thus their prediction is less accu-
rate. When songs are considered, no clear preference is
revealed based on the test results, since in that case, due
to the presence of many audio sources, audio gaps are less
noticeable, and, as a consequence, also the difference be-
tween the concealment techniques is not particularly evi-
dent to human listeners.

5. CONCLUSIONS

The development of a unified system, both web and na-
tive, for Networked Music Performances is still faced with
technical challenges. Although it is relatively straight-
forward to transfer most applications to a web environ-
ment, the limited integration of browsers with operating
systems poses a significant obstacle in meeting the high-
quality and low-latency requirements for real-time appli-
cations. Nonetheless, the current implementation offers
a web-based environment for real-time transmission of
high-fidelity uncompressed stereo audio, suitable for mu-
sic interactions, that addresses the limitations typically as-
sociated with web-based NMP systems, such as poor au-
dio quality, changes in the perceived tempo or volume,
and high latency, all of which can compromise the effec-
tiveness of the musical interaction.
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Table 1: Subjective test of three PLC techniques: silence substitution, pattern replication, and autoregressive
models. Each column contains the number of subjects that perceived the relative PLC technique variant closer
to the original version. A total of 25 subjects were involved.

Audio sample Silence substitution Pattern replication Autoregressive models
Violin A 0 2 23
Violin B 0 1 24
Drums A 2 5 18
Drums B 5 3 17
Piano A 3 2 20
Piano B 0 4 21
Guitar A 1 3 21
Guitar B 2 1 22
Song A 5 7 13
Song B 7 6 12
Generic A (trumpet) 0 1 24
Generic B (voice) 1 4 20

FISR2020IP 00156, “HiFiReM - High fidelity system for
remote music teaching with synchronised and collabora-
tive live concert capabilities”.
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