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ABSTRACT

Plausibility has become a popular paradigm for perceptu-

ally evaluating the binaural reproduction of spatial sound

scenes for virtual and augmented reality applications. It

refers to a listener’s belief in the realism of a virtual sound

source where no direct real-world reference is available.

Several studies have investigated the plausibility of var-

ious virtual acoustic environments. However, no study

examined the plausibility of single non-individual head-

related transfer functions (HRTFs). HRTFs form the ba-

sis of most currently used binaural reproduction methods,

either based on simulation, measurements, or parametric

sound field descriptions. Therefore, it is an essential re-

search question whether non-individual HRTFs can pro-

duce a plausible virtualization of sound sources.

In this paper, we present the results of a listening ex-

periment evaluating the plausibility of HRTFs measured

with a Neumann-KU100 artificial head. We conducted

an experiment in an anechoic chamber in which partic-

ipants were asked whether a sound originated from one

of four loudspeakers or headphones. The loudspeakers

were arranged in a circle with a radius of 1.62 m around

the listener and covered with acoustically transparent cur-

tain. The virtual sources were created by convolution with

HRTFs and corresponding loudspeaker transfer functions.

The results indicate that the participants could not reliably

discriminate between real and virtual reproduction.
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parametric spatial audio

1. INTRODUCTION

In Extended Reality (XR) applications, it becomes

increasingly relevant to present virtual sound sources

together with the real acoustic environment. To per-

ceptually evaluate the rendering of the virtual acoustic

environment (VAE) for XR, the paradigm of plausibility

has become very popular. While the more traditional

paradigm of Authenticity [1, 2] refers to the perceived

indistinguishability of the virtual source and a direct

explicit reference, plausibility refers to the listener’s

inner reference and personal experience. Slater [3] firstly

introduced the term plausible illusion and discussed the

importance of plausibility for the perception of virtual

realities. Lindau et al. [4] defined the plausibility as

the agreement with the listener’s expectation towards a

corresponding real acoustic event, which matches the

definition of external plausibility by Hofer et al. [5]. This

means that a virtual sound source can be considered plau-

sible if the listener believes that it could be a real source

in the real environment. This makes the plausibility

an appropriate and popular paradigm for the perceptual

evaluation of VAEs for XR applications. Lindau et

al [4] further introduced a method based on the signal

detection theory (SDT) to assess the plausibility of virtual

acoustics, which has become an established method in

recent research. Listeners are randomly presented with

either a real or a virtual sound source. In a yes/no task,

they have to decide which version they were listening to.

A common method for the virtualization of sound

sources in acoustic spaces is headphone-based dynamic

binaural rendering, which is usually based on head-related
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transfer functions (HRTFs). Auralization, either based on

simulation [6], synthesized from microphone array cap-

tures [7, 8], or rendered with parametric approaches [9,

10], usually integrates HRTFs into the processing chain.

For consumer applications, mostly non-individual HRTFs

are available for the synthesis of the VAE. In the context of

developing immersive XR environments, it is thus an es-

sential research question whether non-individual HRTFs

can produce plausible virtualization of sound sources.

A number of studies already evaluated the plausibil-

ity of VAEs. Most of them investigated the auralization of

reverberant environments using different rendering meth-

ods, such as synthesis based on BRIR measuremens [4,

11], synthesis based on room acoustic simulation [12],

synthesis based on microphone array captures [13], or

synthesis based on parametric approaches [14, 15]. Some

of them were conducted in a VAE with 6 degrees-of-

freedom (6 DoF) [11], some of them with 3 DoF. The spe-

cific rendering details, and different room acoustics may

all influence the perceived plausibility in different ways

and it is not clear which details affect the plausibility to

what extend. Those details could be technical aspects such

as tracking latency, artifacts due to interpolation between

measurements, or spatial aliasing in synthesis from micro-

phone arrays. Furthermore, perceptual aspects like room

divergence effects [16] may also affect the perceived plau-

sibility. To the best of our knowledge, only two studies

have evaluated the plausibilty in anechoic conditions, and

hence, excluded any influence of the specific algorithm

for the synthesis of room acoustics. Arend et al. [17]

presented a listening experiment to investigate the influ-

ence of near-field cues on plausibilty. Here the reference

presentation was not a real loudspeaker, but a headphone-

based presentation consisting of HRTFs synthesized with

distance variation functions. Thus, Arend et al. did not

strictly apply the method proposed by Lindau et al. [4]. It

was shown that there is no evidence that near-field cues

enhance the plausibility of non-individual binaural ren-

dering. The experiment presented by Oberem et al. [18]

compared two different individual binaural reproduction

methods in which HRTFs were measured in the partici-

pants’ ear canal. Both individual renderings were consid-

ered plausible augmentations of virtual sound sources.

In the present study, we assessed the perceived plausi-

bility of non-individual HRTFs. It is part of a series of lis-

tening experiments, in which we plan to successively in-

vestigate which aspects of a VAE influence its plausibility.

We conducted a listening experiment in anechoic condi-

tions according to the test design proposed by [4]. We pre-

sented virtual and real sound sources from the left, front,

right, and back. To focus only on the auditory cues, all

loudspeakers were covered with an acoustically transpar-

ent curtain. The virtual sound sources were synthesized

by convolution with generic HRTFs measured on an Neu-

mann KU100 dummy head, and the frequency response

of the loudspeaker. Although, the participants remained

seated during the experiment, the VAE were rendered with

6 DoF. Hence, not only the listener’s head orientation, but

also left/right or up/down movements were considered in

the binaural synthesis.

2. PARAMETRIC RENDERER

The (position) dynamic binaural rendering was performed

with a renderer implemented in Max/MSP. The listener’s

head orientation and position as well as the position of

the loudspeakers are tracked with an Optitrack system.

According to the relative direction of the listener’s head

and the position of the loudspeakers, the corresponding

HRTFs are convolved with the dry audio content and ad-

justed in level according to the 1
r distance law. Addition-

ally, the convolved HRTF is filtered with the loudspeaker

frequency response for the respective angle. The renderer

is generally capable to presenting a 6 DoF dynamic binau-

ral synthesis of reverberant rooms, including synthesis of

early reflections according to an image source model, and

reverberation. In this study, however, it only rendered the

direct sound.

3. METHODS

3.1 Setup and Materials

We used the renderer described in Section 2 in Max/MSP

Version 8.1.5. The listeners’ head orientation and posi-

tion was tracked with six cameras from an Optitrack Flex

13 system with the Motive Software Version 2.2.0. The

tracking data were then send via OSC through a python

middleware to the Max/MSP software. As a digital ana-

log converter we used an RME UFX 2 interface with a

sampling rate of 48000 Hz and a buffer size of 256 sam-

ples. As headphones we used the extraaural AKG K1000

headphones in the open configuration to reduce the shad-

owing effect of the headphones during the playback of the

real sound sources. Accordingly, the employed generic

HRTF set were measured on a Neumann KU100 dummy

head wearing AKG K1000 headphones [19]. The HRTF

set is available on a 2702 sampling point Lebedev grid
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in SOFA format 1 . The binaural chain was equalized with

headphone compensation filters from [20]. The real sound

sources were presented with Genelec 1029a loudspeakers.

The corresponding loudspeaker directivity was measured

on a N=44 Lebedev grid in the anechoic chamber at TH

Köln. It was then resampled in the spherical harmonics

domain to obtain a horizontal set of 360 directions in 1°

steps. Hence, during the reproduction the loudspeaker di-

rectivity was only updated with respect to the relative hor-

izontal angle, which is a fair assumption since the par-

ticipants sat on a chair during the experiment with their

head approximately on the same height as the acoustical

center of the loudspeakers. The directivity was further

octave band smoothed exported as 2048 tabs minimum

phase FIR filters. All loudspeakers were placed at a dis-

tance of 1.62 m of the listener at azimuth directions φ =

90° 2 , φ = 0°, φ = 270°, and φ = 315°, and arranged such

that they all faced the listener. This allows to evaluate

lateral and frontal sound incidences, as well as backward

incidences with slight binaural cues. Although the partic-

ipants remained seated during the experiment they were

allowed to make translational head movements. The loud-

speaker directivity and direct sound level were updated

accordingly. Due to the loudspeaker distance of 1.62 m

we could neglect any near-field effects such as ILD mod-

ifications [21]. The test was conducted in the anechoic

chamber at the TH Köln. As anechoic dry audio we used

25 different samples including drums, piano, guitar, saxo-

phone, cello, female, and male speech. Since the anechoic

chamber at the TH Köln can no longer be considered ane-

choic below 200 Hz, we high-pass filtered all test signals

with a cut-off at 200 Hz, to ensure equal conditions for

virtual and real presentation.

3.2 Procedure

The experiment was performed according to the proce-

dure proposed by Lindau et al. [4]. The participants sat on

a swivel chair in the anechoic chamber at TH Köln, and

were provided with a MIDI controller. To ensure that all

participants had a similar expectation of the real acoustic

event inside the anechoic chamber, a guitar sample was

played through the frontal real loudspeaker as a training

stimulus at the beginning of the experiment. Thereby, the

participants were aware that this was a playback through

the real loudspeaker. This test sample was not one of the

1 https://doi.org/10.5281/zenodo.3928465
2 φ denotes the horizontal angle ranging from 0° to 359°, and

θ the colatitude angle, ranging from 0 to 180.

samples played back during the actual experiment. Upon

entering the room, participants could see all loudspeakers.

After the training stimulus, the experimenter turned off

the light such that no speaker was visible. Then, 100 tri-

als were played back either through the real loudspeakers,

or virtually through the headphones. The number of vir-

tual and real sources was slightly unbalanced, i.e. 47 and

53, 48 and 52, or 49 and 51, to avoid participants mak-

ing assumptions about the number of correct and false rat-

ings. Furthermore, it was ensured that a real source was

never followed by a virtual one at the same position, or

vice versa. After each trial, the participants had to an-

swer the question: ”Did the sound come from one of the

loudspeakers” by pressing the corresponding button on the

MIDI board. It took the subjects between 10 to 15 minutes

to finish all trials.

3.3 Participants

11 subjects (mean age: 36.18) took part in the experiment.

One of them was female, and 10 of them were male. 5 of

them had experience in binaural technology and can be

considered experienced listeners.

3.4 Data Analysis

We evaluated the results with the SDT. For a de-

tailed derivation the reader is referred to Stanislaw and

Todorov [22] or Lindau et al. [4]. There are four possible

outcomes of the yes/no paradigm: hit (virtual reproduc-

tion is correctly indicated), false alarm (a real source was

indicated as virtual), miss (a virtual source was indicated

as real), or correct rejection (a real source was indicated

as real). The rate of hits (phit) and false alarms (pfa)

fully describe the performance of the participant. The

sensitivity d is a measure of how well partcipants could

discriminate between real and virtual reproduction and

can be estimated from the hit and false alarms rates with

d′ = Z(phit)−Z(pfa), with Z(p) the inverse cumulative

normal distribution. An estimated sensitivity of d′ = 0
indicates no difference between virtual and real reproduc-

tion, and hence perfect plausibility. d′ > 0 indicates that

participants were able to determine if the presentation was

real or virtual. It is often easier to interpret the difference

in terms of forced choice values, which is why d′ can be

converted to p2AFC values with p2AFC = Φ(d′/
√
(2))

with the cumulative standard normal distribution Φ(.).
Besides the estimated sensitivity d′, the bias of the partic-

ipants is an important parameter in the SDT. It indicates

if the participant has a tendency to believe in the real-
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ness of the sound source, or to have the tendency towards

virtual. There are multiple measures of the bias. In this

work we decided to use β, which can be calculated with

β′ = e(−Z(phit)∗Z(phit)

2 +Z(pfa)∗Z(pfa)

2 . β > 1.0 indicates

a bias towards real, β < 1.0 a bias towards virtual. A point

of discussion in the evaluation, is the critical sensitivity

dmin at which an auralization can be considered plausi-

ble. Perfect plausibility would mean achieving a sensitiv-

ity of d′ = 0. Lindau et al [4] suggested a dmin = 0.1777,

which corresponds to p2AFC = 55%. They hence allow

to exceed the pure guessing rate of 50% by a maximum

of 5%. Other studies, use a less strict criterion and use

a p2AFC = 75%, which is the point of subjective equal-

ity on the psychometrical function [12]. For performing

SDT analysis, we used the d′ method from the R psycho

package (version 0.6.1).

4. RESULTS

A first overview of the results is shown in Fig. 1. It depicts

the individual estimated sensitivities d′, the corresponding

mean values across subjects d′avg , the mean bias β′
avg , and

the 95% between-subject confidence intervals (CIs). In

the first part of the analysis we refer to a critical dmin =

0.177, which is indicated as a dashed line. It can bee seen,

that the average sensitivity across subjects d′avg , is slightly

above dmin. However, the CIs overlap, which suggests

that d′avg does not significantly differ from dmin. The bias

β′ shows that participants had the tendency towards the

answer real.

A Hochberg corrected Shapiro-Wilk test showed no

violation of the assumption of normality distribution

which is why we used t-tests for the following analysis.

An one-sample t-test against dmin = 0.177 yielded no

significant difference of d′avg and dmin (t(10) = 1.8, p <
.103). However, in frequentist statistics, non-significant

results are no proof of the null-hypothesis. Therefore, we

calculated the Bayes factor (BF01) for the one-sample t-

test [23]. We computed a factor of BF01 = 0.1544 which

indicates that its more likely that participants are within

the range of 55% guessing rate, than above.

Moreover, we analyzed the results with respect to

speaker position. The corresponding individual d′, the

average across subject d′avg , β′
avg , and the corresponding

between-subject CIs are depicted in Fig 2. It can be ob-

served, that for all speakers, the CIs again overlap with the

dmin = 0.177. In the second part of the analysis we refer

to more strict critical distance of dmin = 0, to investigate

differences between the rating of each loudspeaker. We

again performed t-tests against dmin and calculated the

Bayes factors. They revealed that for the lateral speak-

ers at the left and right position, we could not reveal a

difference from 0. For the left speaker (t(10) = 1.565,

p = 0.15), BF01 = −0.103), right speaker (t(10) =
1.768, p = 0.108, BF01 = 0.122). For the frontal and

back speakers the t-test revealed significant differences

from 0. Frontal speaker (t(10) = 2.384, p = 0.038,

BF01 = 0.93), and lateral speaker (t(10) = 2.734,

p = 0.021, BF01 = 1.464). The bias’ β′ for the left

and right speaker are notably above 1.0, for the frontal

and back speaker, the CIs of the bias slightly cross the 1

limit.

Table 1. Mean values of the estimated d′ across sub-

jects and corresponding 95% between-subject con-

fidence intervals for all speakers, and each speaker

separately.

Speaker d′avg
All 0.34 ±0.277
left 0.21 ±0.3
front 0.46 ±0.43
right 0.30 ±0.386
back 0.34 ±0.28

5. DISCUSSION

The results of the presented listening experiment sug-

gest that non-individual HRTFs can produce plausible vir-

tualization of sound sources. All participants reported

that they could not reliably discriminate between head-

phone and loudspeaker presentation and could only make

a guess. This is supported by the results and statistical

analysis. Allowing a tolerance from pure guessing rate of

5%, the auralization can be considered plausible. For lat-

eral sound sources, we could not even find a difference to

the pure guessing rate of 50%. Some studies have shown

that non-individual HRTFs may lead to higher front/back

confusion rates [24, 25], which may explain the smaller

d′avg of the lateral compared to the front and back sources.

Another explanation could be the influence of the AKG

K1000 in open configuration. The rear speaker, which ra-

diates directly onto the membrane of the headphones in

the open configuration, can cause comb filtering effects
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Figure 1. Left: Individual sensitivities d′ indicated

as dots, the mean across subjects d′avg indicated as

the white line, and the 95% confidence intervals indi-

cated as the top and bottom of the box. Right: Mean

bias β′
avg indicated as a black dot, and 95% confi-

dence intervals indicated as error bars. The dashed

line shows the critical dmin = 0.177, which corre-

sponds to a PAFC = 0.55%.

due to multiple reflections between the membrane and the

head. This could be unnatural for the participants even in

the real condition and possibly affect the plausibility re-

sults. On the other hand, since the employed HRTFs were

measured with a dummy head wearing the AKG K1000,

the acoustic effect of the membrane should influence both

loudspeaker an virtual reproduction.

As mentioned in Sec.3.4, the choice of an appropri-

ate dmin is a point of discussion in the literature. The

most stringent criteria of plausibility would be dmin =

0. However, this may be hard to achieve. We have used

the value dmin = 0.177 based on the study by Lindau et

al, which however, is a completely arbitrary choice. It is

questionable whether it makes any sense in the future to

test against a hard plausibility limit or simply to publish

the estimated d′ and compare them with other studies.

Our results are in line with the results presented by

Oberem et al. [18]. The authors reported that with acous-

tically open and individually equalized headphones bin-

aural reproduction was plausible. Our results showed that

even with non-individual HRTFs and non-individual head-

phone equalization plausible binaural reproduction can be

achieved. However, in contrast to Oberem et al. we up-

dated the virtual reproduction not only according to the

listener head orientation but also according to translational
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Figure 2. Top: For each speaker separately, the in-

dividual sensitivties d′ indicated as dots, the mean

across subjects d′avg indicated as the white line, and

the 95% confidence intervals indicated as the top and

bottom of the box. Bottom: mean bias β′
avg indicated

as a black dot and the 95% confidence intervals for

each speaker separately. The dashed line shows the

critical dmin = 0.177, which corresponds to an PAFC

= 0.55%.

head movements.

In the present study, we used only the generic HRTF

set of one type of dummy head, the Neumann KU100.

Therefore, it is questionable how the results can be gen-

eralized to different HRTF sets and across subjects. In

[26] the influence of HRTF individualization was investi-

gated. It was shown that the influence of best- and worst-

matched HRTFs on task performance in VR was rather

small. Therefore, it is questionable whether the HRTF set

used affects plausibility. Future work is recommended to

evaluate the effect of the HRTF set. Furthermore, the ef-

fect of listener experience in general is an important factor

for the plausibility paradigm. In the present study, we had

a limited number of participants to evaluate this. This re-

mains a topic for future research.

6. CONCLUSION

In the present work, we presented the results of a plau-

sibility experiment with a yes/no paradigm that showed

that participants could not reliably distinguish between

loudspeaker and non-individual binaural headphone re-
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production. The experiment was conducted in an ane-

choic chamber and the virtual sources were synthesized

with Neumann KU100 HRTFs, which shows that non-

individual HRTFs can produce plausible virtualization

of sound sources. The employed Max/MSP rendering

pipeline with 6 DoF is also capable of rendering reverber-

ant acoustic spaces. In a follow up series of plausibility

experiments, we plan to investigate the influence of lis-

tener self translation and the influence of different room

acoustics on perceived plausibility.

7. ACKNOWLEDGMENTS

We thank Reality Labs Research at Meta for their financial

support of the project.

8. REFERENCES

[1] J. Blauert, Spatial Hearing. Camebridge: Hirzel Ver-

lag Stuttgart, 1996.

[2] F. Brinkmann, A. Lindau, M. Vrhovnik, and

S. Weinzierl, “Assessing the Authenticity of Individ-

ual Dynamic Binaural Synthesis,” EAA Joint Sym-
posium on Auralization and Ambisonics, vol. 71,

no. April, pp. 3–5, 2014.

[3] M. Slater, “Place illusion and plausibility can lead

to realistic behaviour in immersive virtual environ-

ments,” Philosophical Transactions of the Royal So-
ciety B: Biological Sciences, vol. 364, no. 1535,

pp. 3549–3557, 2009.

[4] A. Lindau and S. Weinzierl, “Assessing the plausi-

bility of virtual acoustic environments,” Acta Acus-
tica united with Acustica, vol. 98, no. 5, pp. 804–810,

2012.

[5] M. Hofer, T. Hartmann, A. Eden, R. Ratan, and

L. Hahn, “The Role of Plausibility in the Experience

of Spatial Presence in Virtual Environments,” Fron-
tiers in Virtual Reality, vol. 1, no. April, pp. 1–9, 2020.

[6] M. Vorländer, Auralization. Aachen, Germany:

Springer-Verlag Berlin Heidelberg, 1 ed., 2008.

[7] J. Ahrens and C. Andersson, “Perceptual evaluation of

headphone auralization of rooms captured with spher-

ical microphone arrays with respect to spaciousness

and timbre,” The Journal of the Acoustical Society of
America, vol. 145, no. April, pp. 2783–2794, 2019.

[8] R. Duraiswami, D. N. Zotkin, Z. Li, E. Grassi, N. A.

Gumerov, and L. S. Davis, “High Order Spatial Audio

Capture and its Binaural Head-Tracked Playback over

Headphones with HRTF Cues,” in Proceedings of the
119th AES convention, (New York, USA), pp. 6540

(pp. 1574–1579), Audio Engineering Society, 2005.

[9] V. Pulkki, “Spatial sound reproduction with direc-

tional audio coding,” Journal of the Audio Engineer-
ing Society, vol. 55, no. 6, pp. 503–516, 2007.
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