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ABSTRACT

Dynamic cues due to self-motion are important in the per-
ception of sound, as they allow individuals to increase
their ability to localise sound sources. In a previous
study, Gaveau et al. reported how spontaneous head
movements improved 3D sound localisation by compar-
ing static vs. active listening postures. They playback
real sound sources with a portable loudspeaker placed at
different positions relative to the listener’s head. This con-
tribution presents a partial replication of that experiment
in a virtual environment using the 3D Tune-In Toolkit, an
open-source C++ library for real-time binaural audio ren-
dering. The anechoic acoustic path was rendered using a
generic HRTF of a dummy head from the ARI database,
and the reverberation of the room was reproduced with
first-order Ambisonics-encoded BRIRs measured with an
identical dummy head. The same room was also mod-
elled in 3D for visual rendering. The results obtained in
the virtual test carried out with headphones show findings
comparable to those obtained by Gaveau et al. with real
loudspeakers, enabling the validation of the virtual ver-
sion of the experiment, although some differences appear
regarding certain conditions. In addition, the importance
of training in the virtual environment has been explored,
indicating that its influence on performance is significant.
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1. INTRODUCTION

Perceptual sound localisation in humans can benefit from
an active role of the listener or the sound sources. In such a
case, the listener receives dynamic information that is not
present in static listening where neither the sound source
nor the listener is moving.

The binaural auditory system has traditionally been
described as using three major cues for sound source lo-
calisation [1, 2]: the Interaural Time Differences (ITD),
the Interaural Level Differences (ILD) and the spectral
cues, contained in the Head Related Transfer Function
(HRTF). Extensive work has been done on the study of
auditory cues for localisation, but mainly in static condi-
tions.

Dynamic variations of binaural perceptual cues such
as ITD and ILD are beneficial for improving localisa-
tion accuracy in ambiguous spatial positions known as
cones of confusion [3], and have been shown several times
to clearly help in resolving front-back confusions [4, 5].
Along with dynamic interaural differences, dynamic vari-
ations of the spectrum can also help to improve the percep-
tion of elevated sources [6]. In addition to these acoustic
dynamic cues, the own sensorimotion perception that pro-
duces self-motion cues also positively influences sound
localisation [7]. There are additional benefits that im-
proves the understanding of a sound scene, for example
the use of auditory motion parallax to assess the relative
distances of two sound sources [8]. Dynamic localisation
is an active field of research [9,10], also pursuing auditory
modelling that can produce reliable predictions [11], and
take into account proprioceptive information in the case
of active listening [12].

Auditory virtual reality aims to faithfully recreate the

DOI: 10.61782/fa.2023.0744

1787



10th Convention of the European Acoustics Association
Turin, Italy • 11th – 15th September 2023 • Politecnico di Torino

acoustics of the real world, so that a realistic and plausi-
ble sense of sound immersion is achieved [13]. Binaural
3D audio is the most widespread technique for generating
sound in virtual reality [14]. Static auralization using this
method obtains very good perceptual results [15, 16], but
some problems might appear when performing interactive
auralizations in real-time: computational cost, acoustic
and propagation rendering, smooth behaviour in dynamic
situations, customization of HRTFs [17, 18].

The design and execution of dynamic localisation per-
ceptual tests is also a complex task due to the multi-
ple variables involved and their interrelationships, which
elicit the perceptual process of localisation [6, 19, 20]. An
example is the learning process that takes place during a
perceptual test, which is also influenced by the existence
or not of feedback on the subject’s responses [21]. In the
case of using a virtual environment, there are also the in-
teractions that can occur due to the influence of visuals
such as rooms and pointers [22], or the binaural sound
rendering engine. This, which could be a difficulty when
doing perceptual tests, can also be considered an advan-
tage because the virtual tools can be used to isolate the
different variables under study while maintaining the con-
trollability and reproducibility of the experiment.

This paper presents a partial replication of a percep-
tual experiment on dynamic localisation conducted by
Gaveau et al. [23] in which they examine whether ac-
tive listening changed spatial hearing performance us-
ing a playback system with real loudspeakers. Their re-
sults show how allowing listener movement improved 3D
sound localisation, ameliorating accuracy and variability
of the responses. In contrast to the Gaveau et al. study,
in our experiment the sound is synthesised using our own
virtual audio rendering algorithms, which are employed
in the 3D Tune-In Toolkit [24] and the Binaural Render-
ing Toolbox BRT [25], which synthesise real-time binau-
ral sound that can be reproduced by headphones. The ob-
jective of this experiment is to perform a validation test of
our binaural rendering tool, exploring its capabilities for
realistic and accurate reproduction of virtual 3D sound.

2. METHODS

2.1 Virtual renderer

The virtual auditory scene has been rendered using the 3D
Tune-In Toolkit [24], an open-source C++ library for bin-
aural spatialisation in real-time. An HRTF-convolution
based simulation is carried out to generate the direct

acoustic path, also including the simulation of sources
placed in the near field, using the model presented by
Romblom in [26]. This model represents an extension
of conventional Head-Related Transfer Function (HRTF)
processing, using a difference filter for ILD, which pre-
dicts the spectral differences between a source in the near-
field and another source located at the same azimuth and
elevation angles, but at a distance where the HRTF was
measured. The difference filter is based on the Spher-
ical Head Model (SHM) presented by Duda et al. [27].
The reverberation of the room is computed separately us-
ing a virtual first order Ambisonic approximation [28].
The HRTF used in this study was that corresponding to
the Neumann KU100 dummy head registered in the ARI
database [29]. No headphones equalization has been in-
cluded. Finally, the Binaural Room Impulse Responses
(BRIRs) used to synthesise the reverberation were mea-
sured also employing a Neumann KU100 manikin and in
the same room where the experiment took place.

2.2 Participants, apparatus and stimuli

Eight participants (all males) were recruited among stu-
dents and researchers of the School of Telecommunication
Engineering in the University of Malaga. All of them were
right-handed and self-reported normal hearing. All proce-
dures were reviewed and approved by the Ethical Com-
mittee for Research in Malaga (Comité Ético de Experi-
mentación de la Universidad de Málaga).

Participants wore an Oculus Rift HMD for the visuals
and a pair of Sennheiser HD600 headphones to reproduce
the binaural audio. A Focusrite Scarlett 2i2 USB audio
interface was used to play back the stimuli. An applica-
tion was developed specifically for the experiment using
Unity. This application renders the visual scene of the ex-
periment, gets the tracker data from the Oculus Rift, and is
used to configure all the visual and audio scenes. It com-
municates via OSC with the 3DTI Toolkit, which renders
the audio scene.

A train of three 0.5s pulses of pink noise, separated
by 0.5s silence, and spatialised using the 3D Tune-In Au-
dioToolkit [24] was used as the stimulus.

2.3 Procedure

The experiment carried out takes into account an active
dynamic listening situation, where the dynamic condition
is given because listeners can move their head and ob-
tain dynamic cues even from static sound sources [12]. In
other words, the situation is dynamic because the listeners
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are active (active condition), but not the sources, which in
this case do not move.

During the experiment, participants were seated in a
chair, wearing the HMD, the headphones and holding one
of the Oculus Rift controllers with their right hand. The
Oculus Rift presented a visual simulation of the actual
room they were sitting in. Participants’ task was to lis-
ten to a sound and localise it, as accurately as possible, by
indicating the position with the hand-held controller. Lis-
teners performed the task under two listening conditions:
static or active. During the active listening condition, par-
ticipants had to move their heads while the sound is being
played. For the static listening condition, they had to stay
still until the sound has finished. In both conditions, par-
ticipants had to indicate the position of the source once it
has finished. Participants were told that the sound could
be delivered at any position around them but with a maxi-
mum distance that allowed them to reach with their hand,
without getting up from the chair. In fact, the virtual sound
source was randomly positioned in 12 predetermined po-
sitions relative to the listener’s head, resulting from the
combination of 3 different distances (35 cm, 55 cm and
75 cm), and 4 different azimuths (30◦, 150◦, 210◦ and
330◦) and 0◦ of elevation. This procedure and the source
positions were a replication of the reference experiment
developed by Gaveau et al. [23].

The experiment was structured in 2 sessions, each of
them composed of 8 blocks with 12 trials. In each trial,
the sound source was located in one of the 12 positions
described previously. Each session had the two listen-
ing conditions, 4 blocks with static condition and 4 blocks
with the active one. There was a break of 10 minutes be-
tween sessions. In addition, between the two sessions and
after the break, there was a training block. This block
has the same structure as the previous ones, but in this
training block, participants had visual feedback, indicat-
ing, after their guess, which was the position of the sound
source. Therefore, the sessions delimit another condition
under study, pre-training for session 1 and post-training
for session 2. The total number of stimuli was 96 for each
session, with an average duration of 30 min for each ses-
sion.

3. RESULTS

Figure 1 shows the bird’s eye view and lateral view of
all the participant’s responses (guessed positions), for the
static listening condition (blue dots) and the active listen-
ing condition (orange dots), averaged across trials for each

participant. Black dots represent the target positions (the
twelve virtual positions of the sources). In order to see
the effect of the training, results have been separated into
two different sessions. Pre-training session (session 1) in-
cludes trials performed before the training block and post-
training session (session 2) the trials after the training.
Thus, each dot represents the average of all the responses
of one participant for one listening condition (static or ac-
tive) and one target position, i.e. each point is the average
of four responses of a participant.

Figure 1. Bird’s-eye and lateral view of all virtual
sources positions (black dots) and responses aver-
aged per participants, for static listening (blue dots)
and active listening (orange dots). Responses have
been separated by sessions: (a) and (c) Pre-training
session, (b) and (c) Post-training session.

Figure 2 shows the responses for the different dis-
tances: near (0.35 m), middle (0.55 m) and far (0,75 m),
also separated by sessions.

To study the effect of the listening condition in az-
imuth and elevation, the constant absolute error, which
describes the accuracy of the performance, have been cal-
culated using the Equation 1, where p indicates a specific
participant. M is the number of participant responses for
an specific experimental condition (target virtual position
and listening condition); and N the number of different
targets. For this study, M = 4 and N = 12. r is the
the response of a participant for a target j, and k is the
position (azimuth or elevation in degrees) of the target j.
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Figure 2. Distance responses for static and active
listening condition, pre and post-training sessions.

C(p) =
1

M ·N

N∑
j=1

M∑
i=1

|(ri,j(p)− kj)| (1)

Results have been analysed as a function of the lis-
tening condition (static and active), Z-axis position (lis-
tener’s front and back) and training (pre-training and post-
training); using a 3-ways ANOVA. The analysis of az-
imuth absolute constant error revealed significant differ-
ences for the session (training condition) (F (1, 7) =
19.451, p = 0.03) and listening condition (F (1, 7) =
24.2, p = 0.02) and no effect of the Z-axis position
(F (1, 7) = 1.566, p = 0.251). The azimuth absolute con-
stant error averaged for all participants is shown in Fig-
ure 3(a). The left side of the graph shows results for pre-
training session and the right side for post-training ses-
sion. Blue bars are the averaged errors for the static listing
condition, orange bars represent the active listening condi-
tion. Results are grouped in the horizontal axis according
to the target Z-axis position (front or back). These results
show how the absolute constant errors in azimuth for the
active listening condition were reduced compared to the
static listening condition, both in the front and back posi-
tions and in both sessions. In addition, errors are reduced
after training. The analysis of marginal means (corrected
with Bonferroni) reveals an effect of the listening condi-
tion without training (pre-training session), with signifi-
cant differences for the back (p = 0.004) but not for the
front (p = 0.087). Similarly, after training (post-training
session), significant differences can be found in the front
(p = 0.032) but not in the back section (p = 0.142).

Absolute constant errors in elevations are shown in
the same way in Figure 3(b). In the case of eleva-
tion, the error increases in the active listening conditions.
ANOVA revealed that all main effects are significant:
training (F (1, 7) = 14.572, p = 0.007), listening con-
dition (F (1, 7) = 7.836, p = 0.027) and Z-axis position
(F (1, 7) = 8.546, p = 0.022). However, the analysis
of marginal means (with Bonferroni correction) reveals a
significant difference of the listening conditions only in
pre-training session and front position (p = 0.015).

Figure 3. Absolute constant error for azimuth (a) and
elevation (b), averaged for all participants. All errors
bar are 95%CIs.

In addition, the 3D error has been calculated to quan-
tify the overall sound localisation performance. Equation
2 shows how to calculate this error, using the same vari-
ables as in the Equation 1, but in this case ri,j(p) and kj
are vectors that represents the participant response posi-
tion and the target position in Cartesian coordinates.

D(p) =

√√√√ 1

M ·N

N∑
j=1

M∑
i=1

(ri,j(p)− kj)2 (2)

Considering all the collected data, and in the same
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way as previously with the absolute constant error, we per-
formed a 3-way ANOVA to study the effect of the different
factors: training (pre-training session vs post-training ses-
sion), listening condition (static and active) and Z-axis po-
sition (front and back). Results revealed a significant ef-
fect of training (session) (F (1, 7) = 110.716, p < 0.001)
and listening condition (F (1, 7) = 52.775, p < 0.001),
but no significant effect of the Z-axis position (F (1, 7) =
3.1, p = 0.122). The 3D averaged error for all participants
are show in Figure 4, where it can be seen how the overall
error were reduced significantly for the active as compared
to the static listening condition, in both positions front and
back. In addition, a reduction of the errors appears in the
post-training session comparing with the pre-training one.
The analysis of marginal means (Bonferroni corrected) re-
veals a significant effect of the listening condition, in the
pre-training session for both front (p = 0.002) and back
(p = 0.002) positions. After the training (post-training
session), the effect of the listener condition is lower, with
no significant differences in neither front (p = 0.098) nor
back (p = 0.574) positions.

Figure 4. Overall error, averaged for all participants.
All errors bar are 95%CIs. Data has been separated
by sessions (pre-training and post-training), listen-
ing condition (static and active) and Z-axis position
(front and back).

4. DISCUSSION

In order to check the validity of our binaural rendering
tool to produce a realistic and acceptable virtual sound in
a dynamic situation, we have made a critical comparison
of our results with those obtained in the partially repli-
cated reference study by Gaveau et al. [23], and we can

see that the results obtained in our experiment follow the
same pattern. The similarity with the results of the par-
tially replicated study is even greater if we look at the
responses given after the training (post-training session)
(Figure 1).

For the azimuth localisation results, in both experi-
ments the listening condition (static or active) has a sig-
nificant effect and less errors are observed in the dynamic
case compared to the static case. In addition, a significant
effect of the training is observed, reducing the error and
giving after training average values more similar to those
obtained by Gaveau et al. than before training. Besides
that, the error reduction for the active case is greater with-
out training than after training, since training improves the
results and therefore without training there is more room
for improvement. Exploring the results we can see that
the reduction in azimuth error achieved by active listen-
ing is different for the front and back positions. In the
pre-training session, the error difference (improvement)
is significant in the case of back positions, but not in the
front. On the contrary, in the post-training session, signif-
icant differences appear in the front but not in the back,
as in the experiment of Gaveau et al. In the post-training
session, the visual feedback on the source positions and
their relationship with the environment may have gener-
ated prior knowledge that could bring the results of our
virtual experiment closer to those of Gaveau et al. The
influence of prior knowledge may help in sound localisa-
tion tests by improving the awareness of the source and/or
direction spectrum, to differentiate between spectral cues
resulting from the source properties and from the filtering
by the pinnae [12]. That is, sound localisation is an ill-
posed perceptual problem given that the spectrum of the
signal at the eardrum results from the combination of two
unknowns: the spectrum of the sound source and the spe-
cific direction HRTF [30]. This is accentuated in the case
of not using an individualised HRTF, as is our case and not
that of Gaveau. Then, the training would be helping to re-
duce this ill-posed problem of the perceived spectrum and
thus bringing the results of both localisation tests closer
together.

It is also important to highlight that azimuth error for
sources in the front was found to be larger than that for
sources in the back. Although our sound localisation ac-
curacy is better in the front than in the back, this result was
expected, as we have not considered front-back confu-
sions separated from other localisation errors and we have
observed more front-back confusions for sources in the
front. This is consistent with Gaveau’s results who per-
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formed a similar analysis without separating front-back
confusion effects.

Surprisingly, in the case of elevation in our experi-
ment, worse results are observed in active listening than in
static listening, although the differences are not significant
except for the pre-training front positions. Visually, these
differences can be seen in Figure 1 (c) and (d), where we
can also see how the results improve after training. Pre-
vious studies show that elevation estimation based on dy-
namic ITD only, improves for elevations greater than 30◦

above or below the horizontal plane [5]. In our case the
sources are initially located with no elevation with respect
to the head orientation, elevation 0◦, therefore the non-
individual HRTF could be disturbing this elevation local-
isation. Furthermore, there seems to be a dependence of
elevation perception on stimulus bandwidth [31] and even
a direct relationship with dynamic spectral cues [6]. Ac-
cording to the latter study, with an imperfect HRTF not
tailored for the particular listener, “moderate movements”
of between 16-32◦ may be needed to significantly reduce
elevation errors. In our study, we did not monitor how far
the amplitude of the listener’s movements reached, but it
is possible that for some subjects and stimuli the move-
ments were below this threshold. These arguments lead
us to think that the dynamic condition does not necessar-
ily make the elevation results better for our experimental
conditions, in fact the differences in our case are not sig-
nificant. However, it remains unexplained why we have
found improvements for the static case. We think that this
could be due to the fact that we didn’t calibrate the posi-
tion of the participant’s head at the beginning of each trial.
We just asked them to look at the front (where they had to
press a button), and regarding this position, we placed the
sound source relative to the listener (i.e., in the 0◦ eleva-
tion plane relative to the head position). This means that
the horizontal plane where the sources were placed was
tilted more than an absolute horizontal plane.

The distance perception results, depicted in Figure 2,
are again similar to those of Gaveau et al. and are slightly
more similar after training, with a noticiable externalisa-
tion of sources, according to the participants’ responses.
Neither of the two experiments seem to have a significant
influence of distance on the results, and a well-known phe-
nomenon of over-estimation of near distances and under-
estimation of far distances [32] is also observed in both
studies.

For the overall 3D error, the listening condition (static
or active) which is only partially significant in the Gaveau
et al. study is highly significant in our study, with a clear

improvement in localisation due to active listening. It
should be noted that the elevation errors commented be-
fore can have an influence on these overall 3D error results
in our study, not present in the Gaveau et al. study.

In addition, it should be considered that there might
be additional differences between the Gaveau et al. study
and our experiment due to small procedural details such
as the possible effect on listening of the Head Mounted
Display in the Gaveau et al. experiment or the possible
influence of the visual environment (Gaveau et al. used
a black-no environment virtual space, ours used a virtual
3D laboratory room) [22, 33].

The training effect discussed above can be further in-
fluenced by an additional learning process about the spec-
tral content of the sound source [34]. The interrelation
of both processes is a complex phenomenon in which the
user adapts to the playback system [35]. It would be in-
teresting to minimise the effects of unfamiliarity of the
source spectrum (e.g. by using natural sounds instead of
synthetic noises as stimuli) as well as reduce the effects
of user adaptation to the system (e.g. by using individual
HRTFs with headphone response corrections). In this way
we could better identify possible effects on localisation re-
lated to the chosen binaural rendering approaches.

5. CONCLUSIONS AND FUTURE WORK

Taking as reference a study on dynamic source localisa-
tion in 3D with sound reproduction through loudspeak-
ers [23], a partial replication of this dynamic perceptual
experiment has been carried out but with auditory virtual
reality using our binaural rendering algorithms, using our
binaural rendering algorithms [24, 25].

Our results show resemblance with those obtained by
Gaveau et al., with slight differences that can be attributed
to the procedure of the experiment or to the reproduction
system. In both experiments, the influence of the active
listening is significant and its positive influence is found
for the different variables studied, except for the case of
elevation, where there is a worsening. Furthermore, it has
been observed that the effect of a training process brings
the results of our test with virtual auditory closer to the
results of the reference test with real loudspeakers.

The perceptual experiment presented here can also be
considered as a pilot study to be repeated with more par-
ticipants and adding more variables under study. As fu-
ture work it would be interesting to include the influence
of the visual environment, employ different sound stim-
uli including natural sounds to explore the realism of the
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virtual sound simulation, include individual HRTFs (and
specifically check elevation performance), as well as mon-
itor and register listener movements. It should be noted
that the described training effect is additionally influenced
by the learning effect of the first block of trials. It would
be desirable to establish control groups in future tests to
separate the two effects.

The findings resulting from this comparison study
will allow us to conduct subsequent perceptual experi-
ments with a quantified degree of confidence, while the
exploration of the differences will allow us to refine our
binaural synthesis tool and algorithms, in a quest to create
a full virtual audio laboratory.
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