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ABSTRACT

Rapid sensory analysis methods such as Flash Profiling,
where individually elicited attributes are used to evaluate
the perceptual differences among different sensory expe-
riences, have successfully been applied to the perceptual
evaluation of reproduced acoustics of concert halls, lis-
tening rooms, and car cabins. In this paper, a pilot experi-
ment was conducted to identify the perceptual differences
between four spatially reproduced sound fields in an inter-
active manner. The spatial sound fields were reproduced
for a 24-loudspeaker setup, installed in a rehearsal space
for vocal music, using a commercially available real-time
auralization engine. An expert panel consisting of four
assessors, who are all part of a musical ensemble special-
ized in vocal music, interacted with each sound field by
performing pieces of plainchant recorded using a micro-
phone and processed by a computational engine that de-
livered the auralized sound field to the assessors in real-
time. The results showed that the rapid sensory anal-
ysis method, used interactively, could reveal the spatial
and timbral characteristics of the reproduced sound field
through agreement of the individually elicited attributes
with all assessors. Moreover, it was shown that Flash Pro-
filing is a valid method for evaluating interactive auraliza-
tions of spatial room acoustics.
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1. INTRODUCTION

The acoustical properties of a venue play an important role
in the quality of vocal music performances. Several stud-
ies have shown that the performance of vocal chant is in-
trinsically related to the acoustical characteristics of the
venue [1–3]. To deepen our understanding of this rela-
tionship, there is a need for efficient sensory analysis tech-
niques that enable the direct comparison and identification
of the underlying acoustical characteristics in the context
of interactive auralization of spatial room acoustics.

Such sensory evaluation techniques have already been
extensively used in listening tests to compare the percep-
tual differences of auralized sound fields in concert halls
and auditorium acoustics [4, 5], and in automotive acous-
tics to identify the perceptual differences in the listen-
ing experience of car cabins [6, 7], as well as small-room
acoustics [8]. Another study utilized sensory evaluation
techniques to investigate the perceived cathedral ceiling
height while listening to Gregorian chant [9].

To date, the research on interactive perceptual analy-
sis for auralized spatial room acoustics seems to be lim-
ited. In existing literature regarding interactive auraliza-
tion, one study examined the influence of interactive vir-
tual room acoustics on choir singing [10], but the analysis
was based solely on objective parameters of the recorded
chant. In another study, [11] described a real-time acous-
tic reproduction setup for musical instruments, but no per-
ceptual analysis was performed.

The aim of this study is to address the current research
gap by conducting a pilot experiment that aims to iden-
tify the perceptual differences among four spatially repro-
duced sound fields through interaction. To achieve this,
the rapid sensory evaluation protocol called Flash Profil-
ing (FP) [12, 13], previously used in the aforementioned
listening tests [5–8], was tested on interactive perceptual
evaluation.

The paper is structured as follows: Section 2 de-
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scribes the real-time acoustic reproduction setup that was
used to reproduce the virtual room acoustic stimuli in the
experiment. The general procedure of the pilot experi-
ment is explained in Section 3, after which the results of
the experiment are analyzed and interpreted in Section 4.
Finally, the conclusions of the paper are presented in Sec-
tion 5.

2. METHODS

2.1 Interactive Auralization setup

The real-time synthesis of different acoustic environ-
ments was performed in the Alamire Interactive Labora-
tory (AIL), which is located in Saint Norbert’s Gate at the
Park Abbey site in Leuven, Belgium. The AIL, as seen in
Figure 1, is an interactive spatial auralization lab specifi-
cally designed for real-time auralization of virtual acous-
tics in relation to early music performance. The primary
goal of the lab is to provide early music performers with
a tool to investigate the connection between early music
performances and the acoustics of the venue in which they
were originally conceived.

The audio setup of the lab consists of a multichan-
nel loudspeaker array containing 24 loudspeakers (Mar-
tin Audio CDD6) and six microphones (Audio Technica
AT4051b), which are mounted on top of the loudspeaker
array. The loudspeakers and microphones are connected
to amplifiers (microphones: Shure-ANI4IN, loudspeak-
ers: Powersoft Ottocanali 8K4 DSP+D), which connect to
a Dante audio-over-Ethernet network developed by Audi-
nate. Dante is a network protocol that is capable of trans-
mitting uncompressed multichannel digital audio over a
standard Ethernet network, with low and deterministic
latency (< 1 ms), making it highly suitable for real-
time interactive auralization setups. The whole setup is
controlled by a commercially available audio rendering
processor by Astro Spatial Audio, called SARA II [14],
which is capable of rendering virtual room acoustic mod-
els in real-time. An initial calibration of the system was
performed such that each loudspeaker and microphone
was level-matched at the center point of the reproduction
setup.

2.1.1 Limitations

Acoustic auralization setups are typically assumed to ex-
hibit anechoic characteristics, ensuring that the auralized
sound field remains unaffected by the acoustics of the re-
production environment. However, these assumptions do
not often hold due to practical limitations in the imple-

Figure 1: The Alamire Interactive Laboratory, lo-
cated in Saint Norbert’s Gate at the Park Abbey site
in Leuven, Belgium.

mentation. While the AIL was acoustically treated with
two soundproof drapes, each on one side of the repro-
duction area, acoustic reflections remained present in the
environment. During the reproduction of virtual acous-
tics, this causes an effect known as the room-in-room ef-
fect [15, 16], where the perception of the auralized room
acoustics is influenced by the reproduction room acous-
tics.

Moreover, due to the presence of microphones posi-
tioned in proximity to the reproduction loudspeakers, the
reproduction setup is prone to the multichannel acous-
tic feedback problem, where a closed amplification loop
could result in the unstable behavior of the reproduction
setup. This limits the maximum available dynamic range
in the reproduction of the virtual room acoustics and af-
fects the perception of the reproduced acoustics.

2.2 Virtual rehearsal spaces

The SARA II rendering processor comes preinstalled with
a software package called Room Simulation Software
Module (RSM Pro) [14], capable of rendering interactive
auralizations of virtual room acoustic models in real-time
using a proprietary implementation developed by Fraun-
hofer IDMT called SpatialSound Wave (SSW) [17]. SSW
originates from Wave Field Synthesis (WFS) [18] com-
bined with additional psychoacoustic principles to spa-
tialize monophonic sound sources for multichannel loud-
speaker arrays. Each room acoustic model offers a virtual
rehearsal space with a unique sound field that is suited
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for different types of musical performances. The sys-
tem comes preinstalled with four preset models, which
are called: Dome, Church, Concert Hall, and Chamber
Music, and are sorted in order of reverberation time, from
high to low. The virtual room acoustic models can be ac-
tivated and controlled remotely from a web interface dis-
played on a computer located outside the rehearsal space.
This enables seamless switching between virtual room
acoustic models.

For every virtual room acoustic model, two sets of
room impulse responses (RIRs) were measured. The ini-
tial set was measured while reproducing the room acoustic
models inside the reproduction area. The second set was
obtained by measuring the RIR of every room acoustic
model directly from the rendering processor, bypassing
the acoustics of the reproduction space. This enabled a
comparison between the intended virtual room model and
its reproduction. The measurements inside the reproduc-
tion area were conducted by placing a loudspeaker (Gen-
elec 8030C) and an open microphone array (G.R.A.S.
VI-50) at the center of the reproduction setup. The mi-
crophone array consists of six omnidirectional condenser
microphones arranged in pairs along each Cartesian axis
with a 50 mm spacing. The loudspeaker and microphone
array were positioned one meter apart at a height of 170
cm. The RIR was captured by playing back an exponential
sine-sweep [19] through the loudspeaker, with a duration
of four seconds at a sampling rate of 192 kHz. The re-
sponse of the room was captured using an RME FireFace
UFX+ multichannel audio interface while the reproduc-
tion system was active. The captured RIR thus includes
the auralized room acoustic model reproduced by the sys-
tem. The magnitude responses for the reproduced and in-
tended room acoustics are shown in Figure 2. It can be
observed that the spectra of the reproduced acoustics de-
viate from the spectra of the intended acoustics. This can
be explained due to the limited available dynamic range
in the reproduction of the virtual room acoustics, which
was limited to avoid acoustic feedback artifacts in the re-
production, as discussed in Section 2.1.1. The reproduced
acoustics are still perceived inside the reproduction setup,
but the spectral characteristics of the intended acoustics
are not fully preserved, as they are masked by the spectral
characteristics of the reproduction environment.

In Table 1, the Objective Room Acoustic Parameters
(ORAP) are presented for the reproduced (top) and the
intended (bottom) room acoustic models. The parame-
ters for the reproduced room acoustic models were calcu-
lated from the RIR measured by the topmost microphone
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Figure 2: Magnitude responses for the (a) repro-
duced and (b) intended room acoustic models. These
responses were calculated after removal of the direct
path component. A 1/3 octave band averaging was
performed for visualization purposes.

in the microphone array. The parameters were calculated
in accordance with ISO:3382 [20, 21]. It can be seen that
the ORAP of the reproduced room acoustic models do not
match those of the intended room acoustic models. This
can be explained from the limitations that were present
in the reproduction setup, as discussed in Section 2.1.1.
Since the room-in-room effect can be modeled as a con-
volution between the RIR of the reproduction area and the
RIR of the intended room acoustic model, it not only af-
fects the perception of the reproduced acoustics but also
impacts ORAP such as Reverberation Time (RT30) and
Early Decay Time (EDT) [16]. It is therefore advised to
be cautious when interpreting the ORAP of reproduced
acoustics in a non-anechoic environment.

3. PILOT EXPERIMENT

3.1 Procedure

The experiment followed the general procedure and prin-
ciples of FP [12, 13]. Prior to the experiment, the par-
ticipants were briefed on the experimental methodology
and given the opportunity to ask questions. The partic-
ipants were encouraged to complete the presented tasks
at their preferred pace and to take breaks when needed.
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Table 1: Objective acoustic parameters of the reproduced (top), and intended (bottom) virtual room acoustic
models. RT30 and EDT were averaged in the 500 Hz and 1 kHz octave bands (ISO:3382) [20, 21].

Reproduced model RT300.5−1k (s) EDT0.5−1k (s) C50 (dB) D50 (dB)
Dome 1.14 0.23 18.32 0.99
Church 0.69 0.23 17.60 0.98
Concert Hall 0.58 0.23 18.14 0.98
Chamber Music 0.46 0.25 17.82 0.98
Intended model RT300.5−1k (s) EDT0.5−1k (s) C50 (dB) D50 (dB)
Dome 1.87 1.90 2.36 0.63
Church 1.11 1.01 6.74 0.83
Concert Hall 0.97 1.05 4.61 0.74
Chamber Music 0.42 0.21 24.59 1.00

Even though the participants were required to perform
vocal chant in group, they were instructed not to discuss
their individual perception of the stimuli with one another
throughout the duration of the experiment. During the ex-
periment, the participants stood around a music stand that
held the music score, which they used during their perfor-
mance.

The experiment presented the virtual room acoustic
models, further referred to as stimuli, in a randomized pre-
sentation order and assigned numerical identifiers to each
stimulus. The participants were only given the numerical
identifiers instead of the stimulus names to prevent pos-
sible bias. The following order was used: (1) Concert
Hall, (2) Church, (3) Dome, (4) Chamber Music. During
the experiment, each stimulus was activated by the exper-
imenter using the ASTRO web interface. After activation,
the participants were invited to engage with the stimulus
in an interactive manner through vocal performance, such
as performing a piece of polyphonic or Gregorian chant,
within the reproduction setup. Participants had to observe
the response of the virtual room acoustic stimulus while
singing.

The pilot experiment was conducted in the interactive
auralization setup, described in Section 2.1, and consisted
of two consecutive phases, namely, the attribute elicitation
phase, followed by the attribute ranking phase.

3.1.1 Elicitation Phase

During the elicitation phase, the participants were pre-
sented with the stimuli and immediately afterward had
to elicit as many descriptive attributes as necessary to
identify the perceived acoustic differences between the

presented virtual room acoustic stimuli. The elicited at-
tributes had to be scalar, unidimensional, and non-hedonic
and had to be written on a questionnaire that was given to
each participant before the start of the experiment. After
the initial presentation of all stimuli, the participants could
switch between the stimuli as desired by notifying the ex-
perimenter, who then changed the stimulus using the web
interface described in Section 2.2. After the elicitation
phase, a brief intermission was held to permit participants
to rest their vocal cords and auditory system.

3.1.2 Ranking Phase

During the ranking phase, each participant received one
questionnaire for each presented stimulus, on which they
were instructed to rank each of the individually elicited
perceptual attributes that they came up with based on the
perceived intensity during each stimulus. The question-
naire was equipped with a continuous scale ranging from
”Low” to ”High” on which the participants could mark the
perceived intensity of each perceptual attribute for each
stimulus. During the ranking phase, participants could
switch between stimuli as desired.

3.2 Participants

In this pilot experiment, four expert performers of plain-
chant volunteered as participants in the interactive percep-
tual assessment of the virtual room acoustic models. The
participants were experienced in early music and chant,
and had, due to their line of work, performed in a variety
of halls and musical spaces, giving them expert knowl-
edge of the perceptual characteristics of acoustics while
performing musical chant.
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4. EXPERIMENTAL DATA ANALYSIS

This section presents the results from the pilot experiment
described in Section 3. The experiment employs an inter-
active version of FP, a rapid sensory evaluation technique,
on four interactive virtual acoustic room models that were
reproduced inside a reproduction area. Four expert per-
formers of plainchant participated in this experiment and
elicited a total of 24 perceptual attributes, which describe
the perceptual differences among the acoustic character-
istics of the models. Upon investigation of the data, one
of the attributes, ”Enjoyment” was found to be hedonic
and therefore subject to individual interpretation. This at-
tribute was excluded from further analysis.

The remaining perceptual attributes were analyzed
with Multiple Factor Analysis (MFA) [22] using the Fac-
toMineR package [23]. The goal of MFA is to construct a
consensus space among the participants’ chosen attributes
and ratings by identifying common trends among groups
of variables. First, the perceptual attributes are grouped
per participant, after which Principal Component Analy-
sis (PCA) is applied separately to each group of variables.
The resulting PCA data are then normalized and brought
together in a global matrix, on which a final PCA is per-
formed. The outcome of the analysis positions the stim-
uli on a consensus space, which is called the factor map.
This factor map is used to interpret the perceptual rela-
tionships between the different stimuli and allows for the
identification of the most prominent perceptual character-
istics that generate the variance in the data. These percep-
tual characteristics can provide insight into the most sig-
nificant acoustical characteristics for performers of chant
music.

The following sections outline the MFA data analysis.
In Section 4.1, MFA is used to construct a consensus space
from the sensory data obtained in the pilot experiment. In
Section 4.2, the data is further analyzed by clustering the
perceptual attributes that correlate significantly with each
dimension in the consensus space. This analysis helps in
gaining insight into the perceptual meaning of the dimen-
sions in the consensus space.

4.1 Sensory data analysis using MFA

To minimize potential scaling effects, the attribute val-
ues were centered and mean normalized before applying
MFA. Figure 3 shows the resulting factor map after MFA
was performed. This map visualizes the position of the
virtual room acoustic stimuli in the subspace spanned by
the first two principal components of the consensus space.
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Figure 3: MFA factor map. The map visualizes the
position of the stimuli on the first two components of
the consensus space.

It can be seen that the stimuli are well separated in the
first two principal components of the factor map. This in-
dicates that the participants were able to clearly identify
the perceptual differences between the presented stimuli.
Moreover, the analysis found that the first two principal
components of the consensus space jointly explain around
91% of the variance, and the entire variance of the consen-
sus space can be explained from the first three principal
components, as shown in Table 2. This shows that almost
all perceptual differences between the presented stimuli
can be explained from the first two dimensions of the fac-
tor map.

Table 2: Eigenvalues and variance percentages for
the first three principal components of the MFA anal-
ysis.

PC Eigenvalue Variance (%)
1 3.51 71.48
2 0.96 19.64
3 0.44 8.88

When looking at the first dimension of the factor map,
it can be observed that the stimuli are ranked according
to their reverberation time (see Table 1), with Chamber
Music and Dome presets situated at opposite ends of the
factor map. In contrast, the second dimension does not
exhibit a clear order of the stimuli.

In individual vocabulary methods like FP, each partic-
ipant may use different vocabulary to describe the same
sensory experience. This makes it difficult to directly
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compare the perceptual attributes among the participants,
as semantic equivalence is not guaranteed. A clustering
method is thus required to identify the common percep-
tual characteristics of the presented stimuli. This concept
was first introduced in perceptual analysis techniques for
concert halls [5], and later used in similar sensory evalua-
tion experiments [6, 8].

4.2 Clustering of perceptual attributes

A clustering method called Agglomerative Hierarchical
Clustering (AHC) was used to group the elicited percep-
tual attributes and reveal the hidden structure in the data.
This was done based on Euclidean distances in combina-
tion with Ward’s criterion [5]. Since AHC is performed
separately from MFA, it applies equal weight to all at-
tributes. Therefore, any individually elicited attribute that
did not correlate well with the first two dimensions of the
factor map (|r| < 0.65) was excluded from the cluster-
ing [8]. In this analysis, all attributes passed this thresh-
old, and no attributes were excluded.

The dendrogram shown in Figure 4 illustrates the out-
come of the AHC analysis, revealing three main clusters
of elicited attributes. The perceptual attributes are cate-
gorized into two primary clusters, with the first cluster,
located on the left-most side of the diagram, containing
ten attributes that can be related to the characteristics of
small-room acoustics, such as source presence and low-
frequency modal behavior of the reproduced sound fields
[24]. The second cluster further splits up into two clus-
ters: a smaller subcluster in the middle containing four
perceptual attributes that can be linked to the spectral per-
ception of the reproduced sound fields, and a larger sub-
cluster on the right containing nine perceptual attributes
associated with diffuse or late reverberation. It was shown
that these clusters can be used to identify the underlying
perceptual constructs among the presented stimuli [6, 8].
The underlying constructs can be assigned to each clus-
ter based on the common characteristics of the elicited
attributes in each cluster. The constructs assigned to the
clusters are Presence for the left-most cluster, Spectral
Content for the middle subcluster, and Reverberance for
the right-most subcluster.

It is important to note that the clustering of percep-
tual attributes is based on the similarity of attribute rank-
ings across the stimuli rather than their semantic equiva-
lence. This can be seen by looking at the right-most clus-
ter of perceptual attributes. In this cluster, which contains
mainly attributes associated with diffuse or late reverber-
ation, the attribute Dryness is also present. This can be
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Figure 4: Dendrogram visualizing three main clus-
ters of perceptual attributes. This is the result of
Agglomerative Hierarchical Clustering based on Eu-
clidean distances in combination with Ward’s crite-
rion. A(1-4) denotes which assessor elicited the at-
tribute.

explained by the participant’s reverse interpretation of the
attribute during the ranking phase of the experiment, cor-
relating the attribute with reverberation instead of dryness.

The clustered data containing the elicited attributes
can provide a perceptual explanation for the variance
within the dimensions of the factor map. By averaging
the coordinates of the elicited attributes in the consensus
space for each cluster, they can be projected onto the MFA
consensus space. Figure 5 visualizes the factor map con-
taining the projections, shown as vectors, of the averaged
elicited attributes for each cluster. Each vector also shows
the underlying perceptual construct of the cluster, allow-
ing an interpretation of the variance in each dimension.

The first dimension of the factor map can be inter-
preted as relating to the overall spaciousness and rever-
beration of the reproduced room acoustic stimuli. Nega-
tive values on this dimension indicate a correlation with
source presence and low-frequency modal behavior of the
acoustic stimuli, whereas positive values are linked to the
reverberance and late reverberation. This interpretation is
reinforced by the arrangement of the stimuli in the first
dimension of the factor map, which follows the order of
reverberation time parameters, as shown in Table 1.

The second dimension of the factor map correlates
best with the subcluster containing elicited attributes relat-
ing to the spectral content of the presented stimuli. This
relationship is supported by the relative positions of the
stimuli on the factor map, where the Dome and Chamber
Music stimuli are well separated from the other two stim-
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Figure 5: MFA factor map visualizing the position
of the stimuli together with the perceptual constructs
which explain the variance of factor map’s dimen-
sions.

uli in the second dimension. Further analysis of the mag-
nitude responses in Figure 2 indicate that these two stimuli
exhibit a higher energy in the lower frequencies compared
to their high frequency energy, indicating a greater spec-
tral imbalance in comparison with the other two stimuli.

5. CONCLUSIONS

In this paper, a pilot experiment was carried out to investi-
gate the perceptual differences between four spatially re-
produced room acoustic models in an interactive manner.
The sound fields were reproduced using a commercially
available real-time auralization engine, allowing for an in-
teractive experience with minimal latency. During the ex-
periment, four expert performers of chant music interacted
with the four virtual room acoustic models. A rapid sen-
sory evaluation technique called Flash Profiling was fol-
lowed, where each assessor elicited perceptual attributes
that described the differences among the presented stim-
uli. After this, a ranking phase took place where the as-
sessors ranked the previously elicited attributes according
to the perceived intensity of each stimulus. The results
of this experiment were analyzed using Multiple Factor
Analysis, in which the perceptual constructs underlying
the stimuli were identified and validated against the phys-
ical properties of each acoustic model.

Our findings showed that reverberation or lack
thereof, i.e., directness, and spectral content were the main
perceptual constructs explaining the variance in the exper-
imental data. This is consistent with previous studies that
found that these perceptual characteristics contribute most
to the performance of vocal musicians [1, 3, 10]. More-
over, to the best of the authors’ knowledge, this is the

first interactive perceptual experiment for auralized room
acoustics that employed Flash Profiling as a rapid Sensory
Evaluation Technique. It was shown that Flash Profiling
is a valid method for the evaluation of interactive auraliza-
tion of spatially reproduced room acoustics.

Future work could explore the impact of a broader
range of acoustic room models in an interactive setting.
This could involve designing room acoustic models with
varying objective room acoustic parameters and evaluat-
ing their impact on perception during performances of vo-
cal music. This could further identify the relationship be-
tween vocal music and performance spaces.
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