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ABSTRACT

Low-frequency sound zones can be created by control-
ling the sound pressure using loudspeakers distributed
throughout the room. When transmitting filtered sig-
nals using wireless communication technology, the perfor-
mance of the low-frequency sound zone system is sensi-
tive to potential synchronization errors among distributed
loudspeakers. Recent experiments have shown that a de-
lay of 0.83 ms in only one loudspeaker will lead to a 3-15
dB decrease in the mean acoustic contrast, depending on
which loudspeaker is influenced. In this paper, we propose
a set of robust filters for the sound zone system by incor-
porating information about the expected synchronization
errors in playback time into the design to increase the ro-
bustness towards such errors. With such robust filters, the
sound zone system can still achieve comparative perfor-
mance under more relaxed synchronization requirements
among playback from the wireless woofers. The perfor-
mance of the proposed robust filters is evaluated in a sim-
ulated sound zone system with loudspeakers surrounding
two control regions. The mean contrasts under various sit-
uations for the robust filters are shown to outperform the
original filters.

Keywords: sound zone; synchronization errors; wireless
transmission; robustness; contrast.

*Corresponding author: moz@es.aau.dk.
Copyright: ©2023 Mo Zhou et al. This is an open-access article
distributed under the terms of the Creative Commons Attribution
3.0 Unported License, which permits unrestricted use, distribu-
tion, and reproduction in any medium, provided the original au-
thor and source are credited.

1. INTRODUCTION

Sound zones techniques can provide a scenario where
multiple users in the same room can listen to individual
playback signals without headphones [1]. This is usually
achieved by using an array of loudspeakers to reproduce
a signal in the bright zone, defined as the control region
where the playback signal is desired, while suppressing
the signal in the dark zone. With the principle of su-
perposition, it is then possible to create multiple sound
zones [2–4]. Different control schemes are considered
for different frequency ranges due to various wavelengths
across the audible frequencies [5]. In this paper, we fo-
cus on low-frequency sound zone systems, where mul-
tiple loudspeakers distributed around the room are often
employed.

We consider a sound zone system, where the input
signal is first convolved with a set of pre-determined con-
trol filters in a server, then transmitted to each loudspeaker
to create sound zones. The transmission can be conducted
either through a cable network or a wireless network. The
portability, flexibility, and lower installation complexity
of wireless network motivated us to consider a wireless
sound zone system in this paper. However, the possible
introduced network errors such as packet losses will un-
dermine the performance of sound zones. A recent ex-
periment in [6] investigated different types of degrada-
tion that transmission errors can have on the sound zone
performance such as packet loss and showed that mitiga-
tion strategies are necessary when network errors occur.
Robust filters for low-frequency sound zone systems are
proposed in [7] by incorporating expected packet loss in-
formation into the filter design and can improve the con-
trast when packet losses occur. While packet loss can un-
dermine sound zone performances, synchronization errors
between the loudspeakers may lead to a large decrease
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in the mean acoustic contrast. It has been shown in [6]
that as little as 0.83 ms delay in one loudspeaker can re-
duce the mean contrast by 3-15 dB, depending on which
loudspeaker is influenced. During the last decade, sev-
eral wireless synchronization approaches have been intro-
duced [8]. However, these attempts could not improve
synchronization errors beyond the millisecond range on
commodity hardware, and it is even harder in a wireless
scenario [9–11]. Therefore, it is crucial to improve the ro-
bustness to the synchronization errors in sound zone sys-
tems.

In this paper, we consider a low-frequency sound zone
systems where each loudspeaker is synchronized with a
given reference, i.e. master clock. The audio packet each
loudspeaker receives over the network has a timestamp,
which indicates that a particular packet should be played
when the local clock reaches a certain value. As such, if
the local clock of the loudspeaker is not perfectly synchro-
nized with the master clock, the audio will be reproduced
slightly before or after it should have been reproduced. To
mitigate the effect of such synchronization errors, we de-
velop a set of robust filters given the information about
the synchronization accuracy between loudspeakers. We
model the clock difference between each loudspeaker’s lo-
cal clock and the master clock by a simple delay, assuming
that packet size is small relative to the rate at which the lo-
cal clock drifts from the master clock. A simulation study
is conducted to show that the proposed filters can improve
the contrast, and also suggest that the proposed filters can
relax the required accuracy of the synchronization to en-
sure the contrast degradation is negligible.

2. PRELIMINARY

For microphone m (m = 1, ...,M) and loudspeaker
l (l = 1, ..., L), we assume that the room impulse re-
sponses (RIRs) in the time domain can be represented by
h̃m,l = (h̃m,l(0), ..., h̃m,l(J − 1))T and the filters can be
written as w̃l = (w̃l(0), ..., w̃l(I − 1))T . The sound pres-
sure at time n recorded by microphone m due to loud-
speaker l without packet loss can be written as

p̃m,l(n) =

J−1∑
j=0

h̃m,l(j)

I−1∑
i=0

w̃l(i)xs(n− i− j), (1)

where xs is the input audio signal. Assuming the source
signal to be spectrally flat, it can be simplified as a
unit sample sequence and evaluate the expectation of the
squared pressure measured at the observation point. With

this assumption, equation (1) can be written as

p̃m,l = H̃m,lw̃l, (2)

H̃m,l =



h̃m,l(0)
...

. . .

h̃m,l(J − 1)
. . . h̃m,l(0)
. . .

...

h̃m,l(J − 1)


,

where H̃m,l ∈ RN×I is a convolutional matrix, p̃m,l ∈
RN and N = I + J − 1. We can equivalently write this
using a circulant matrix and a matrix Z introducing zero-
padding of the filter

p̃m,l = Ĥm,lZw̃l, (3)

Ĥm,l =



h̃m,l(0) . . . h̃m,l(1)
...

. . .
...

... h̃m,l(J − 1)

h̃m,l(J − 1)
. . .

...

0
. . . 0

...
. . .

...

0 . . . h̃m,l(0)


,

Z =

(
II×I

0(J−1)×I

)
,

where Ĥm,l ∈ R(I+J−1)×(I+J−1), II×I is an I× I iden-
tity matrix and 0(J−1)×I is a (J − 1) × I matrix with all
0’s. The control filters w̃l in equation (3) are often derived
by solving an optimization problem so that the reproduced
signals p̃m,l in each zone are close to the desired playback
sound pressure [1].

3. MODEL WITH SYNCHRONIZATION ERRORS

Assume that we have circular delay τl for loudspeaker l
measured in samples. Since we can diagonalize the circu-
lant matrix using the discrete Fourier transform matrix F

with Fn,n′ = e−(n−1)(n′−1) 2πi
N , n, n′ = 1, ..., N , we can
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express the pressure in the frequency domain as

pm,l = ΓlHm,lFZw̃l, (4)
pm,l = (pm,l(f1), ..., pm,l(fN ))T with fn = n/N,

Γl = diag(τl), τl = (e−2πif1τl , ..., e−2πifNτl)T ,

Hm,l = diag(F
(

h̃m,l

0I−1

)
) = diag(hm,l),

with hm,l = (hm,l(f1), ..., hm,l(fN ))T .

Denote

H =

H1,1 . . . H1,L

...
. . .

...
HM,1 . . . HM,L

 ∈ CNM×NL,

Γ = diag(τT
1 , ..., τT

L )T ∈ CNL×NL,

w̃ = (w̃T
1 , ..., w̃

T
L)

T ∈ CIL,

the sound pressure for M microphone positions can be
written as

p = HΓ(IL ⊗ FZ)w̃ = HΓDw̃, (5)

where p = (pT
1 , ...,p

T
M )T ∈ CNM with pm =∑L

l=1 Hm,lΓlFZw̃l, ⊗ represents the Kronecker prod-
uct and D = IL⊗FZ. Therefore, the sound pressure for
M microphone positions in the bright and dark zones can
be written as

pB = HBΓDw̃, pD = HDΓDw̃.

4. FILTER DERIVATION WITH
SYNCHRONIZATION ERRORS

As we observe in the considered sound zone system,
the delay values between loudspeakers are mostly con-
centrated within a small range, with some outliers from
time to time. Their statistical distribution usually exhibits
heavy-tailed properties, i.e. asymmetric and right-skewed
in the sense that the long tail is on the right side of the dis-
tribution and extremely large values occur frequently. Ap-
plications of heavy-tailed distribution in the delay of net-
work transmission have also been researched in [12–14].
Levy distribution is commonly used to characterize heavy
tail property. Assume that the time delay τl follows from
unshifted Levy distribution with scale parameter cl:

τl ∼ Levy(cl),with f(τl; cl) =

√
cl
2π

e
− cl

2τl

τ
3/2
l

, τl > 0.

In Figure 1 (a), we give some probability density func-
tions of Levy distribution with different scale parame-
ters cl, note that one sample delay equals to 0.083ms in
our low-frequency sound zone system with sampling fre-
quency 1200 Hz. The scale parameter cl characterizes the
dispersion of delay values, i.e. if cl is small, the delay val-
ues will be more concentrated. Figure 1 (b) also plots the
corresponding cumulative distribution functions as well as
a dotted line indicating the median. We only define the
delay on the domain τl > 0, excluding the case of per-
fect synchronization. In Figure 1 (c), we also show a his-
togram of measured delays in the wireless transmission
between two Linux laptops in a preliminary test as well as
a fitted Levy distribution, proving that Levy distribution is
suitable for describing delay distribution in our system.

(a) (b)

(c)

Figure 1: (a) Probability density functions of Levy
distribution. (b) Cumulative distribution functions of
Levy distribution. (c) Histogram of measured delay
and fitted Levy distribution with cl = 1.6.

Let pT = (pT
T,1, ...,p

T
T,M )T ∈ CNM

be the desired sound pressure at frequencies
f1, ..., fN for M microphone positions, where
pT,m = (pT,m(f1), ..., pT,1(fN ))T . The cost func-
tion that minimizes the reproduction error for a given set
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of filters can be written as

J(w) = (1− β)E∥pT −HBΓDw̃∥2 + βE∥HDΓDw̃∥2

+λww̃
HRww̃ + δw̃Hw̃, (6)

where β ∈ [0, 1] adjusts the trade-off between achieving
the desired impulse response in the bright zone and su-
pressing the sound in the dark zone. The expectation E
is with respect to the delay Γ, Rw is a weighting matrix
for controlling the shape of the resulting filters as suggest
in [15], δ is to limit the gain of the loudspeakers. The ro-
bust filters wopt can be estimated by minimizing (6) and
has the following form:

wopt = [(1− β)DH(HH
B HB ⊙ Ω)D

+βDH(HH
DHD ⊙ Ω)D + λwRw

+δIIL×IL]
−1(1− β)DHΨHH

B pT , (7)

where ⊙ denotes the Hadamard product and Ω,Ψ are de-
fined in the appendix, where the details of the derivation
of wopt are also given.

5. SIMULATION

5.1 Simulation Setting

We simulate a 5.5 m by 8.65 m by 2.7 m room using
Green’s function for point sources in rectangular rooms,
with 0.6s T60 reverberation time and L = 8 loudspeak-
ers. The number of microphone positions sampled in the
bright and dark zones are chosen as MB = MD = 75.
The setup is illustrated in Figure 2. The RIRs and the fil-
ters are of length J = 600 and I = 300, respectively. In
addition, we take β = 0.97 and λw = 10−7 in the cost
function for all evaluations. The weighting matrix Rw is
chosen according to [15]. We focus on the cases where
only one loudspeaker is subject to synchronization errors.
Denote ωl,c, l = 1, ..., 8 as our proposed filters derived by
assuming loudspeaker l has a time delay τl ∼ Levy(c),
we vary the scale parameters c as c = 0.1, 0.5, 1, 5, 10 to
see how these filters behave.

5.2 Contrast

We evaluate the acoustic contrast of our proposed filters
ωl,c, l = 1, ..., 8 in this section. To isolate the influence
of a particular input signal, and to avoid the influence of
the upsampling procedure when evaluating fractional de-
lays, we use equation (4) to calculate sound pressures in
the frequency domain for each zone and evaluate the per-
formance of ωl,c directly. More specifically, for each ωl,c,

Figure 2: System setup for the simulation. The blue
and black circles are the microphones in the bright
and dark zones respectively. The red circles are the
loudspeakers.

we draw 100 random samples from Levy(c) as the intro-
duced delay in loudspeaker l. The sound pressures for
each realization in the bright and dark zones are calcu-
lated using equation (4), then the Mean Contrast for each
realization is calculated by the formula (8):

MC = 10× log10

(
MEB

MED

)
, (8)

MEB =

N∑
n=1

M∑
m=1

(

L∑
l=1

p̂B,m,l(fn))
2/MBN,

MED =

N∑
n=1

M∑
m=1

(

L∑
l=1

p̂D,m,l(fn))
2/MDN,

where p̂B,m,l, p̂D,m,l are the reproduced sound pressures
in the bright and dark zones respectively using equation
(4) with w̃l substituted by the estimated filters. The same
realization is also applied to the original filters (denoted by
ωold) to calculate the Mean Contrast for comparison. We
average across all 100 realizations for each ωl,c and ωold.
Figure 3 gives the average Mean Contrast for ωold and
ωl,c under different scale parameters c. Generally, ωl,c

outperforms ωold and can provide 10 dB higher contrast,
depending on which loudspeaker is affected. With scale
parameter c increases, i.e. higher probability of larger de-
lay, contrasts of ωold decrease while ωl,c can still give
robust high contrasts. Table 1 also give the average Mean
Contrasts over 100 realizations for ωl,c, l = 1, ..., 8, c =
0.1, 0.5, 1, 5, 10 and ωold, as well as the corresponding
standard deviations in the brackets. It can be seen that
the standard deviations for both filters decrease when the
width of the underlying distribution increases, while our
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proposed filters have a much smaller standard deviations
and therefore are more robust.

Figure 3: Average Mean Contrast for ωold and ωl,c

under different scale parameters c. Solid lines repre-
sent average Mean Contrast for ωl,c when evaluated
with a delay generated from Levy(c) in loudspeaker
l . ⋄ represent avearge Mean Contrast for ωold

when evaluated with a delay generated from Levy(c)
in loudspeaker l.

To evaluate the behaviors of our proposed filters at
different frequencies, Figure 4 plots the frequency contrast
of ωold and ω1,c when evaluated with a delay τ1 = c in
loudspeaker 1 1 . Note that when the delay τ1 = 0.1, 1, 10,
it is equivalent to 0.083, 0.83 and 8.3 ms in our case.
When the synchronization error is small, e.g. 0.083 ms,
contrasts of ωold and ω1,c are close across all frequency
ranges in 20-500 Hz. When the synchronization error in-
creases, ω1,c is more robust and gives higher contrasts,
especially at 20-300 Hz. We also plot contrasts of ωold

and ω1,10 when evaluated without delay in Figure 4 (c) 2 ,
showing that the proposed filters can provide similar con-
trast as ωold when there is no delay.

1 Due to the limitation of space, we only present results for
loudspeaker 1 and c = 0.1, 1, 10 here.

2 For c = 0.1, 1, the contrasts evaluated without delay are
very close to the contrasts evaluated with delay, thus we only
show the result for c = 10.

Table 1: The average Mean Contrasts [dB]
over 100 realizations for ωl,c, l = 1, ..., 8, c =
0.1, 0.5, 1, 5, 10 and ωold, with the corresponding
standard deviations in the brackets.

Loudspeaker 1 Loudspeaker 2
ωold ω1,c ωold ω2,c

c = 0.1 15.4 20.4 13.1 19.2
(4.31) (0.14) (4.90) (0.32)

c = 0.5 12.0 20.4 8.8 19.3
(1.85) (0.02) (2.76) (0.05)

c = 1 10.7 20.4 7.9 19.3
(3.16) (0.01) (1.97) (0.03)

c = 5 9.7 20.4 7.3 19.3
(1.30) (0.00) (0.79) (0.01)

c = 10 9.9 20.5 7.3 19.3
(0.94) (0.00) (0.77) (0.00)
Loudspeaker 3 Loudspeaker 4
ωold ω3,c ωold ω4,c

c = 0.1 14.3 20.1 17.5 20.4
(3.94) (0.23) (3.46) (0.09)

c = 0.5 11.4 20.1 12.5 20.4
(2.42) (0.03) (2.24) (0.02)

c = 1 10.8 20.2 10.5 20.4
(1.83) (0.03) (1.20) (0.01)

c = 5 10.1 20.2 11.0 20.4
(1.13) (0.01) (1.72) (0.00)

c = 10 9.8 20.2 10.7 20.5
(0.85) (0.00) (1.59) (0.00)
Loudspeaker 5 Loudspeaker 6
ωold ω5,c ωold ω6,c

c = 0.1 14.6 19.6 14.3 20.4
(4.05) (0.32) (4.90) (0.12)

c = 0.5 10.9 19.6 12.2 20.4
(3.02) (0.06) (2.63) (0.02)

c = 1 8.9 19.7 11.4 20.5
(1.49) (0.03) (2.14) (0.01)

c = 5 8.5 19.7 10.2 20.5
(0.67) (0.01) (1.02) (0.00)

c = 10 8.3 19.7 10.1 20.5
(0.64) (0.00) (1.00) (0.00)
Loudspeaker 7 Loudspeaker 8
ωold ω7,c ωold ω8,c

c = 0.1 15.7 19.4 15.0 19.7
(5.30) (0.92) (3.72) (0.36)

c = 0.5 8.6 19.9 11.6 19.8
(2.57) (0.09) (2.70) (0.06)

c = 1 7.9 20.0 11.2 19.8
(1.53) (0.05) (1.70) (0.03)

c = 5 8.0 20.0 10.5 19.9
(2.03) (0.02) (1.21) (0.01)

c = 10 7.3 20.0 10.1 19.9
(0.62) (0.01) (0.73 ) (0.00)
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6. DISCUSSION

From the contrast result presented in the previous section,
incorporating information of expected synchronization er-
rors in playback time into the design of the filters can
improve the performance of the wireless low-frequency
sound zone systems. The average Mean Contrast perfor-
mance based on the repeated random realizations in Fig-
ure 3 shows that our proposed filters are more robust to
the synchronization errors than the original filters, and the
improvement is more significant for large delays. The im-
provement of the contrast at different frequencies can also
be seen from an example of ω1,c in Figure 4.

The mean contrast result also suggests the required
accuracy of the synchronization of the sound zone sys-
tem when the contrast decrement is negligible. When we
only use the original filters, no more than 0.05 ms delay
is allowed to ensure less than 2 dB decrement of the mean
contrast, which is strict in practice. The proposed filters
can relax this requirement due to its robustness.

In addition, we have to notice that different loud-
speakers have different degrees of sensitivity to the syn-
chronization errors, depending on the locations of these
loudspeakers. And the improvement of incorporating
the synchronization errors in different loudspeakers varies
from loudspeaker to loudspeaker. For example, loud-
speaker 7 is most sensitive to the synchronization errors
since it is closest to the bright zone, with largest decre-
ment when synchronization errors happen if ωold are used.
ω7,c can reduce this decrement due to the synchronization
errors and gives more robust performance.

7. CONCLUSION

This paper proposes a set of robust filters for wireless low-
frequency sound zone systems by incorporating informa-
tion on expected synchronization errors in playback time
into the design. The proposed robust filters can improve
the contrast when synchronization errors occur compared
with the original filters, and also relax the required accu-
racy. Further investigation will consider dependent syn-
chronization error cases and testing the proposed filters in
real-world wireless sound zone systems.

(a) c = 0.1

(b) c = 1

(c) c = 10

Figure 4: Contrast of ωold and ω1,c when evaluated
with a synchronization error c in loudspeaker 1 ((a)-
(c)) and without delay (c).
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8. APPENDIX

The robust filters wopt can be derived from (6) with

wopt = [(1− β)DHE(ΓHHH
B HBΓ)D

+βDHE(ΓHHH
DHDΓ)D + λwRw

+δIIL×IL]
−1(1− β)DH(E(ΓH))HH

B pT ,

(9)

where (·)H denotes the Hermitian trans-
pose. In (9), ΓH = diag(τH

1 , ..., τH
L ) where

τH
l = (e2πif1τl , ..., e2πifNτl), l = 1, ..., L. Since

the characteristic function of a random variable
X ∼ Levy(c) is E(eitX) = e−

√
−2ict, we have

E(e2πifnτl) = e−
√
−4πiclfn , n = 1, ..., N . Therefore,

Ψl = E(τH
l ) = (E(e2πif1τl), ...,E(e2πifNτl)) =

(e−
√
−4πiclf1 , ..., e−

√
−4πiclfN ), and Ψ = E(ΓH) =

diag(Ψ1, ...,ΨL).
For the expectation of the second moment term, each

block of E(ΓHHH
B HBΓ) has the form

[E(ΓHHH
B HBΓ)]l1,l2

=

M∑
m=1

E(ΓH
l1H

H
B,m,l1HB,m,l2Γl2)), (10)

where l1, l2 = 1, ..., L and each block is a diagonal ma-
trix. For a given m, the expectation can be written as

E(ΓH
l1H

H
B,m,l1HB,m,l2Γl2)

= diag(hB,m,l1(f1)hB,m,l2(f1)E(e2πif1(τl1−τl2 ),

..., hB,m,l1(fN )hB,m,l2(fN )E(e2πifN (τl1−τl2 )),

(11)

where (·) denotes the complex conjugation. If l1 = l2 = l,
equation (11) becomes

diag(hB,m,l(f1)hB,m,l(f1), ..., hB,m,l(fN )hB,m,l(fN ))),

and (10) becomes
∑M

m=1 H
H
B,m,lHB,m,l. If l1 ̸= l2, as-

sume that the delay in different loudspeakers are indepen-
dent with respect to each other, i.e. τl1 , τl2 are indepen-
dent, the entries in equation (11) become

hB,m,l1(fn)hB,m,l2(fn)E(e2πifnτl1 )E(e−2πifnτl2 )

= hB,m,l1(fn)hB,m,l2(fn)e
−
√

−4πicl1fne−
√

4πicl2fn ,

and (10) is therefore

Ωl1,l2

M∑
m=1

HH
B,m,l1HB,m,l2 ,

where

Ωl1,l2 = diag(e−
√

−4πicl1f1e−
√

4πicl2f1 ,

..., e−
√

−4πicl1fN e−
√

4πicl2fN ).

Thus, the expectation of the second moment term can be
written as

E(ΓHHH
B HBΓ)

= HH
B HB ⊙


1 · · · Ω1,L

Ω2,1 · · · Ω2,L
...

. . .
...

ΩL,1 · · · 1


:= HH

B HB ⊙ Ω. (12)

Similarly, for the dark zone,

E(ΓHHH
DHDΓ) = HT

DHD ⊙ Ω.

Thus, the equation (9) has the form

wopt = [(1− β)DH(HH
B HB ⊙ Ω)D

+βDH(HH
DHD ⊙ Ω)D + λwRw

+δIIL×IL]
−1(1− β)DHΨHH

B pT .(13)
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