
 

 

Music emotion perception with a cochlear implant:  
Can valence perception be predicted by other metrics? 

 
Eleanor E Harding1,2,3*  Etienne Gaudrain1,4 Robert Harris1,3 

Barbara Tillmann4,5  Bert Maat1,6  Rolien Free1, 2,6  Deniz Başkent1,2 
1 Department of Otorhinolaryngology/Head and Neck Surgery, University Medical Center 

Groningen, University of Groningen, Groningen, The Netherlands 
2Graduate School of Medical Sciences, Research School of Behavioural and Cognitive 

Neurosciences, University of Groningen, Groningen, The Netherlands  
3Prins Claus Conservatoire, Hanze University of Applied Sciences, Groningen, The Netherlands 

4Lyon Neuroscience Research Center, CNRS UMR5292, Inserm U1028, Université Lyon 1, 
Université de Saint-Etienne, Lyon, France 

5Laboratory for Research on Learning and Development, LEAD – CNRS UMR5022, Université de 
Bourgogne, Dijon, France 

6Cochlear Implant Center Northern Netherlands, University Medical Center Groningen, University 
of Groningen, Groningen, The Netherlands 

 
ABSTRACT 

Although some cochlear implant (CI) listeners enjoy 
music, for others, music appreciation remains limited. 
Numerous studies have observed that perceiving musical 
emotions, i.e., the emotion depicted by a musical excerpt, 
was hindered due to limitations of electric hearing. Using 
acoustic vocoders to simulate some aspects of CI 
stimulation, we previously showed that arousal (e.g., joy 
vs. serenity), typically conveyed by rhythm information, 
was well transmitted whereas valence (e.g., sadness vs. 
serenity), typically conveyed by tonal-pitch information, 
was only poorly transmitted. The aim of the present study 
was to assess how CI group patterns would compare to 
what was predicted from vocoders, and whether 
individual results could be explained by performance in 
psychophysical tasks related to rhythm and pitch 
perception. Preliminary results indicate that the 
categorization pattern of CI listeners was similar to 
normal-hearing participants with vocoder simulation.      
Variability in arousal perception did not correlate with 
performance in a beat-alignment task that evaluated      
rhythm perception. However, valence perception 
correlated with voice-pitch discrimination thresholds. 
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These results provide further insight in music emotion 
perception in CI listeners, and especially how valence 
transmission might be improved by a decreased 
discrimination threshold for pitch. 
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1. INTRODUCTION 

Cochlear implant (CI) users report music enjoyment to be 
important to their quality of life [1], yet for numerous            
CI users music appreciation remains limited [2]. Emotion 
perception in music is one important contributing factor 
to its appreciation [3], and music emotion perception is 
reportedly challenging in CI users [4]. Music-evoked or -
perceived emotion can be described along arousal 
(exciting, relaxing) and valence (positive, negative) 
dimensions [5], where, typically, rhythmic cues convey 
emotional arousal and tonal-pitch relationships convey 
emotional valence [6].  
Regarding the perception of music emotion, CI users have 
been observed to more accurately perceive arousal than 
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valence [7], [8], cf. [9]. This finding is intuitive as 
rhythmic cues are more available in the acoustic 
envelopes of sound, which are better conveyed by the 
implant [10] than is pitch information in the frequency 
spectrum of sound. This pattern was recently replicated      
in normal-hearing (NH) participants who performed a 
music emotion categorization task with vocoded excerpts 
that intended to approximate some aspects of limitations 
related to CI hearing and electric stimulation [11]. 
Different sensory and cognitive mechanisms contribute to 
rhythm and pitch perception. Therefore, the current study 
with CI users further assessed whether scores on a rhythm 
discrimination test correlated with how well arousal 
features were perceived, and whether fundamental 
frequency (pitch) discrimination thresholds correlated 
with how well emotional valence features were perceived. 

2. MATERIALS AND METHODS 

2.1 Participants  

Participants were 25 adult CI users (mean age: 61.28 
years, SD: 15.28, age range 21-82 years) who were 
implanted at least one year prior to testing. Participants 
considered themselves non-musicians and had less than 
three years of formal musical training, which ended more 
than two years before participation. 

2.2 Materials 

Experimental stimuli were 40 musical excerpts 
corresponding to four emotions (10 per emotion): joy, 
fear, serenity, and sadness. Stimuli were                
modifications from the original source [5], and fully 
described in [11] corresponding to the non-vocoded 
condition.  
The rhythm test was the Beat-Based Alignment test [12], 
implemented as in [13]. Stimuli consisted of 32 rhythms 
presented as a pure tone in one of 6 frequencies (294, 353, 
411, 470, 528, and 587 Hz, selected at random); half were 
“simple” rhythms (strong beat-based metrical structure 
and generally easier to discriminate) and half were 
“complex” rhythms (weaker metrical structure due to 
syncopation and generally more challenging to 
discriminate).  
The voice pitch test was the Just-Noticeable Difference 
test (JND, [14]) for voice discrimination where voice 
stimuli were changed along pitch (fundamental 
frequency; F0) or speaker size (measured in vocal tract 
length; VTL) dimensions. Speech samples were presented 
with one odd sample that differs from the original voice 

in VTL and/or F0 values presented in two alternatives in 
an adaptive procedure. The JNDs were expressed as 
representing a change in semitones along F0 and VTL 
parameters. 

2.3 Procedure 

Participants were seated in a comfortable chair in front of 
a Microsoft Surface touchscreen tablet whose sound was 
outputted via two Logitech loudspeakers. The 
loudspeakers were placed to the left and right of the tablet. 
 
Music emotion experiment: Participants received written 
instructions to listen to musical excerpts and choose the 
corresponding category of emotion that was presented in 
the excerpt. The task was embedded      in an illustrated 
story about aliens who want to understand earth’s music. 
The examiner answered any questions, and 8 practice 
trials (two trials of each emotion category) were given 
before the experiment to make sure they understood the 
task.   
Rhythm test: Participants evaluated whether a target 
rhythm was the same or different from two preceding 
identical rhythms.  
Pitch test: Participants identified which of three 
pseudoword utterances were spoken by a voice different 
from the other two. The ‘different’ voice could occur in 
any position (1,2, or 3). 

3. ANALYSIS 

The emotion categorization raw data was compiled in a 
confusion matrix where a ‘perfect’ score would be 
represented by a diagonal line, where presented categories 
(x-axis) were always the same as responded categories (y-
axis). Confusion matrices were followed up with a 
Feature Information Transmission Analysis (FITA; [15]). 
In the FITA, considered features were emotional arousal 
and valence classes for each category: emotions were 
assigned positive or negative valence and low or high 
arousal. The outcome (Trel) was a continuous variable 
between 0 and 1 and represented the relative quantity of 
transmitted information in proportion to the total available 
information. Trel was logit-transformed and entered into 
an ANOVA with factor Feature (Arousal, Valence). 
Additionally, we further conducted Pearson’s correlations 
to assess whether rhythm and fundamental frequency (F0) 
discrimination scores correlated with arousal – and 
valence feature transmission, respectively. Analyses were 
implemented in R [16].  
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4. PRELIMINARY RESULTS 

4.1 Proportion correct 

Participants were able to categorize emotions above 
chance-level or 0.25 proportion-correct (mean, SD): Joy 
= 0.60 (0.17); Fear = 0.54 (0.18); Serenity = 0.45 0.15); 
Sadness = 0.48 (0.14). 

4.2 Confusion matrices 

Raw data is presented in the form of confusion matrices 
(Figure 1). High arousal emotions (joy and fear) were 
confused with each other, as were low arousal emotions 
confused with each other (serenity and sadness). High- or 
low-valence emotions (joy and serenity; fear and sadness) 
were seldom confused. 

 

Figure 1. Confusion matrices for emotion 
categorization. Categorization was confused  across 
valence conditions but within arousal conditions. 
The size and color of each dot is proportional to the 
number of relevant responses. The presented 
categories are listed on the x-axis, the responded 
categories are listed on the y-axis.  

4.3 Feature Information Transmission Analysis 
(FITA) 

The FITA analysis statistically addresses the visual 
pattern found in the above confusion matrix. Features 
arousal and valence were assessed [15]. A one-way 
ANOVA with factor Feature (Arousal, Valence) showed 
a significant difference in the feature transmission: 

Arousal was conveyed more efficiently than valence 
(F(1,48) = 85.05; p < .001) 
 

 

Figure 2. Arousal and valence feature transmission. 
When CI users categorized music emotion, the 
musical excerpts conveyed emotional arousal more 
than emotional valence. Trel on the y-axis is the 
outcome of FITA (see Analysis section). 

4.4 Correlations 

Two correlations were performed to investigate the 
potential contribution of participants' abilities as 
measured in rhythm or pitch tasks to arousal and valence 
perception of the music emotion stimuli. While the 
rhythm-arousal correlation was not-significant (R = .11, p 
= 0.60, N=25), F0 perception correlated significantly       
with valence feature transmission (R = .43; p = .032). 
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Figure 3. Correlation between emotional valence 
transmission and fundamental frequency (F0) 
perception in speech. In CI users, the perception of 
emotional valence in music was higher for implant 
users whose thresholds for voice pitch 
discrimination in speech was lower (lower values 
indicate      better sensitivity to voice pitch cues). 

5. CONCLUSIONS 

These preliminary findings lead us to two conclusions, if 
confirmed with additional data collection. First, 
approximating CI hearing with a spread of vocoding 
parameters (improved or reduced quality of temporal and 
spectral information) tested with normal-hearing listeners 
[3] can capture actual CI performance for music emotion 
categorization with reasonable accuracy. Thus this 
method shows good potential for future music emotion 
paradigms as a way to both prepare tests for CI-user 
participants and to make estimates about the range of their 
performance. Second, the weak but significant       
correlation between F0 discrimination thresholds and 
emotional valence perception suggests that in CI users, 
perceptual mechanisms related to pitch perception 
thresholds in voice may be associated with the perception 
of tonal relationships required to perceived emotional 
valence in music, and this relationship warrants further 
investigation. Additional data collection for this study is 
planned. 
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