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ABSTRACT

Previous studies have established the efficiency of training
programs to help users improve on binaural auditory local-
ization when using a non-individual head-related transfer
function. This paper reports the results of an experiment
where participants trained with such a program, though
they failed to improve. Interestingly, the same training
program had successfully been used in a previous study.
After a brief description of the program and the exper-
iment protocol, a comparative analysis of the results of
both studies is provided. The discussion then focuses on
the differences between these studies in an attempt to bet-
ter understand what caused the training to fail.
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1. INTRODUCTION

Most wearable Augmented Reality (AR) and Virtual Real-
ity (VR) systems today use binaural synthesis to simulate
3-dimensional environments over headphones. The objec-
tive of this technique is to render spatial auditory scenes
by applying direction-dependent audio cues to mono-
phonic signals to alter the timing and frequency content
and makes it appear to the listener that the sound origi-
nates externally from a location in the virtual space [1, 2].
The set of direction-dependent audio cues, including tim-
ing and level differences between the left and right ears
caused by the location of the source as well as distortions
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in the signal due to reflections from the head, torso, and
pinna, are all contained within the head-related transfer
function (HRTF), which represents the propagation of an
acoustic wave from a set of specific source positions to the
listener’s ears. Therefore, an individual HRTF 1 tends to
be unique to each listener and is not as effective for render-
ing spatial audio scenes for other listeners, often causing a
degradation in the externalization or localization accuracy
of the virtual sources [3, 4].

AR and VR systems commonly use non-individual
HRTFs because measuring each consumer’s HRTF is cur-
rently impractical. Past studies have shown that users can
adapt to non-individual HRTFs, exhibiting improved lo-
calization performance approaching that of listeners using
individual HRTFs [5–7]. However, modern literature on
this “rapid” HRTF adaptation via training has been lim-
ited to studies conducted in the lab (in contrast to studies
such as [8–10] using long-term passive adaptation) in con-
trolled environments with high-end computing and pro-
audio hardware. These limitations would be prohibitive
for everyday consumers of AR and VR devices.

The objective of the present study was initially to
determine if an HRTF training program could be con-
ducted effectively at home using an off-the-shelf head
mounted display (HMD). Participants completed a three-
day HRTF training using an established learning program
[11] at home with an HMD, and their localization accu-
racy performance was evaluated over the course of three
training sessions to assess how their performance changed
with time. The results of this experiment were compared

1 We use the term individual to identify the HRTF of the user,
individualized or personalized to indicate an HRTF modified or
selected to accommodate the user best, and non-individual or
non-individualized to indicate an HRTF that has not been tai-
lored to the user. A so-called generic or dummy-head HRTF is a
specific instance of a non-individual HRTF.
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to a previous study [11], which used the same training
program in the lab, to ascertain whether the participants
exhibited similar levels of localization performance im-
provement over the course of the training.

2. MATERIALS AND METHODS

Fourteen participants trained on HRTF adaptation for
auditory localization, all using the same non-individual
HRTF. They trained at home, for 12 minutes per day
over three consecutive days. They were equipped with
a Quest 2 HMD, using the built-in headphones, running
a training program designed to adapt auditory cue inter-
pretation using feedback and proprioception. The training
timeline is depicted in Figure 1.

Day 1

L0 T1 L1

Day 2

T2 L2

Day 3

T3 L3

Figure 1: Schematic timeline of the experiment se-
quence. Li are localization tasks used to evaluate
participant performance, Ti are training tasks.

The HRTF, or more precisely the binaural room im-
pulse response (BRIR), participants trained with was that
of the KU100 dummy-head, recorded with a 5◦ resolu-
tion on a 0.8 m radius sphere in a dry room (T30,1000 Hz
of 0.12 s). This 4.2× 3.8× 3.2 m3 room was selected as
it is very similar to the one simulated in [11] that helped
accelerate training compared to anechoic conditions.

The training program, detailed and evaluated in [11],
was developed in Unity. It is divided into 14 difficulty
levels where participants faced the various challenges of
auditory localization with non-individual binaural render-
ing: front-back confusions, localization blur, etc.. Each
level is composed of trials; for each trial, participants in-
dicate which of the visual targets surrounding them is the
one emitting a sound. The number of visual targets (i.e. of
potential decoys) displayed depends on the current level’s
focus and difficulty grading. To further help with the task,
participants are equipped with a virtual auditory source, a
“probe” attached to each of their hands, to allow them to
listen to how the HRTF sounds at any given position.

Before the first training, to establish a baseline ref-
erence, and after each training session, participants per-
formed an auditory localization task in the same virtual
environment as the training. This evaluation task, iden-
tical to that used in [6, 7, 11, 12] consisted in a series of

trials during which participants pointed towards the per-
ceived location of the sound source. Participants could
no longer use the probe during the localization task. Par-
ticipants were tested on twenty different source locations
distributed around them on the sphere, each repeated three
times for each localization session.

The audio stimulus used during both the training and
localization task consisted of a sequence of three white
noise bursts, lasting a total of 180 ms to limit the use of
head movement and dynamic localization cues. Played as
a loop during the training, so that participants had time to
estimate its position using their probes, it was only played
once during the localization task. During the training, par-
ticipants would only hear the stimulus when their head
was at rest position [11]), preventing them from relying
on, and thus learning, dynamic cues via head movement
despite the looping stimulus. The binaural rendering was
generated off-line, prior to the experiment, with a different
audio file created for each potential position on the sphere
by convolving the input bursts with each of the KU100
BRIRs. As in [11], eight different versions of the stim-
ulus were created for each position, using different noise
seeds and applying a ±3 dB level roving to ensure partici-
pants did not rely on synthesis artifacts to identify auditory
source positions.

Along with the HMD, participants were given instruc-
tions to set up the experiment at home. They were in-
structed to use the HMD built-in headphones, to train
while standing up in a clutter-free 2 m wide zone to en-
courage full auditory sphere exploration, and to disable
WiFi during training to avoid distracting notifications.

2.1 Data analysis

Localization accuracy was assessed based on the method-
ology presented in [13]. The global extent of the localiza-
tion error is first assessed using the great-circle error. Crit-
ical localization confusions are then evaluated using the
response classification scheme proposed in [13, c.f. Fig-
ure 4] with a 45◦ threshold, illustrated in Figure 2. Finally,
the local extent of localization error is evaluated using the
local great-circle, local lateral, and local polar weighted
error. These “local” metrics are computed by consider-
ing only responses classified as “precision” responses, i.e.
that fell within a 45◦ cone around the source location, to
avoid localization reversals inflating angular metric val-
ues [12].

Analyses of variances (ANOVAs) [14] were con-
ducted for each of the dependent variables of mean global
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Figure 2: Response classification scheme proposed
in [13], defining the response type as a function of
the response position on the sphere. The white circle
indicates the considered target position, at spherical
coordinates (35◦, 10◦). The listener is facing X with
his left ear pointing towards Y . The angle threshold
used in the figure is of 20◦ compared to the 45◦ used
in the analysis to better illustrate the various response
type regions.

and local great circle angle, lateral, and polar errors (using
R [15]), to assess the evolution of participant performance
within and across sessions. The factors included in the
analysis were source location repetition (1, 2, or 3) and
session number (L0–L3), as well as the first-order inter-
action between these two factors. Likewise, generalized
linear mixed models (GLMMs), constructed as repeated
measures logistic regressions [14], were used to evaluate
the evolution of the percentage of reversal errors based on
the same factors of the ANOVAs. For the GLMMs, the
significance of each factor was determined by performing
goodness of fit comparisons between the full models and
models with single-term deletions.

Similar statistical models were used to compare the
localization performance of the participants in the present
study to those in [11] in Section 3.2. The models were
adjusted to include the factor of group: participants in the
present study are referred to as the Gcurrent group, those in
the previous study [11] as the Gprevious group. The first-
order interaction terms between groups and the other fac-
tors were also included in the models.

For all tests, statistical significance was determined
for p-values below a 0.05 threshold. The notation p < ε is
adopted to indicate p-values below 10−3. Post-hoc pair-

wise comparisons for significant factors were made with
Tukey-Kramer adjusted p-values.

3. RESULTS AND DISCUSSION

3.1 Training assessment in the current study

The evolution of the four angular metrics for Gcurrent is
illustrated in Figure 3. ANOVA indicated that training
had a significant impact on the global great-circle error
(p < ε). Post-hoc comparison showed that it signifi-
cantly decreased only between L0 and L1 (50.4 ± 2.1◦

vs. 44.4 ± 2.1◦, p < ε), not evolving after L1 (p = 1.00
for each L1 through L3 comparison). Further analysis
showed that training had no significant impact on local
great-circle error, lateral error, and weighted-polar (p >
0.05).

The evolution of precision responses rate and confu-
sion rates for Gcurrent is illustrated in Figure 4. ANOVA
indicated that training had a significant impact on the per-
centage of in-cone and off-cone confusions (p < ε for
both). Post-hoc comparisons showed that between L0
and L1, the in-cone confusion rate dropped from 21.0%
to 16.9%, and the off-cone confusion rate from 1.8% to
0.7%. Neither confusion rate evolved after L1. No sig-
nificant effect was observed for training on the front-back
confusion rate.

3.2 Training comparison with the previous study

The training protocol used in the current study was nearly
identical to that used in [11]. As such, the results of
Gcurrent participants are compared to those reported in
[11] in this section. Only the results of participants of
the “G-reverb” group in [11], training with a room acous-
tic condition comparable to that of the present study, will
be considered in this analysis. This group is referred to
here as Gprevious. Gcurrent and Gprevious trained during the
same amount of time, with what appears to be the same
dedication, as they completed a comparable average and
standard deviation of 103 ± 46 and 109 ± 47 “training
trials”, respectively, over the 3 days of their training. To
better appreciate the comparison, an exhaustive list of the
differences between the current training protocol and that
used in [11] is provided in Table 1.

The factors of session and group as well as the in-
teraction between them significantly affected the global
great-circle angle error (p < ε, p < 0.002, and p < ε,
respectively). Post-hoc means comparisons showed that
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Table 1: Differences between the protocols of the present study vs. that used in [11]. ITD stands for Interaural
Time Difference and HOA for High Order Ambisonic.

Previous study [11] (Gprevious) Current study (Gcurrent)
HRTF used Best-match HRTF issued from a 2min subjective

selection from LISTEN [16] subset [17]
KU100 dummy-head

Virtual acoustic environment Simulated test room HOA [18] Actual test room BRIR
ITD individualization ITD based on head circumference No ITD adjustment
Headphones Sennheiser HD 600 Quest 2 integrated headphones
Location In the lab At participant’s home

both Gprevious and Gcurrent started with statistically simi-
lar performance levels in L0 (p = 1.00), with errors of
47.2 ± 2.4◦ and 48.7 ± 2.1◦ respectively. Both groups
exhibited significantly lower global great-circle angle er-
rors in L1 (p < ε), statistically similar to one another
(p = 0.46) at 37.4 ± 2.4◦ and 42.7 ± 2.1◦, respectively.
After L1 however, Gcurrent did not improve in their global
great-circle angle performance in L2 or L3 (p = 1.00
for all three comparisons), while Gprevious demonstrated
clear localization improvement (p < ε for all three com-
parisons). This result is illustrated in Figure 3(a).

Once again, the global great-circle error was decom-
posed into local angular metrics and confusion error rates.
The factors of session and the interaction term between
session and group were significant in the ANOVA model
for local great-circle angle error (p < ε). Both groups of
participants had the same initial local great-circle errors
in L0 (p = 0.97), illustrated in Figure 3(b). Gcurrent did
not demonstrate any performance improvement across the
four sessions (p > 0.96). On the other hand, Gprevious lo-
cal great-circle error significantly improved from 25.1 ±
0.8◦ in L0 to 20.4± 0.8◦ in L3 (p < ε).

ANOVA of the absolute local lateral error indicated
that both group and session factors were significant (p < ε
for both treatments), as well as the interaction between
them (p < 0.02). As for local great-circle error, post-hoc
analysis did not show any difference between both groups
in L0 (p = 0.54). Gprevious showed a marked improvement
in absolute local lateral error between L0 and L2 (p < ε)
and between L0 and L3 (p < ε), but there were no signifi-
cant differences between L1, L2, and L3 (p > 0.05 for all
comparisons). On the other hand, Gcurrent showed no im-
provement at all during training, having similar absolute
local lateral errors across all four sessions (p > 0.05 for
all comparisons). This result is illustrated in Figure 3(c).

For absolute local weighted-polar error, only the main
factors of session (p < 0.003) and group (p < ε) were
significant, the interaction term was not (p = 0.08). On
average between the two groups, the participants showed
improvement between L0 and L2 (p < 0.03), and be-
tween L0 and L3 (p < 0.003), for a total improvement
of 2.2 ± 0.6◦, showed in Figure 3(d). There was no dif-
ference between L1–L3 (p > 0.05 for all comparisons).
Across the four sessions, the participants in Gprevious had
a better absolute local weighted-polar error than Gcurrent
by 3.4± 0.9◦.

The interaction effect between the factors of session
and group was also significant for front-back, in-cone,
and off-cone confusion rates (p < ε, p < 0.003, and
p < 0.04, respectively). Both Gprevious and Gcurrent
had similar amounts of front-back confusion rates in L0
(17.4% and 16.6%, respectively; p = 1.00). Gprevious par-
ticipants front-back confusion decreased to 11.8% in L1
(p < 0.04), to then stagnate from L1 to L3 (p > 0.05
for all comparisons between sessions). By comparison,
Gcurrent stagnated during the whole training, and still had
a front-back confusion rate of 16.3% in their last session
L3 (p > 0.05 for all comparisons), illustrated Figure 4(b).
Gprevious had fewer in-cone confusions overall, starting at
11.8% in L0 and significantly improving to 4.1% in L2
(p < ε). While the in-cone confusion rate in L3 was
lower for Gprevious, it was not significant different from
L2 (p = 0.87). In comparison, Gcurrent had 21.0% in-
cone confusions in L0, significantly more than Gprevious
(p < 0.05), and only improved to 15.2% in the final ses-
sion (p < 0.02), illustrated in Figure 4(c). Lastly, while
both groups initially had similar off-cone confusions rates
in L0 (1.3% for Gprevious and 1.8% for Gcurrent, p = 1.00)
and demonstrated improvement over time, Gprevious ended
the sessions with a slightly better rate of 0.1% compared
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Figure 3: Evolution of mean and 95% Confidence
Interval (CI) of angular errors across sessions for
Gcurrent and Gprevious.

Figure 4: Evolution of mean and 95% Confidence
Interval (CI) of response category rates across ses-
sions for Gcurrent and Gprevious. The four category
rates sum to 100%.
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to 0.9% for Gcurrent, though these are not significantly dif-
ferent from each other (p = 0.23). Off-cone confusion
rate evolution across sessions for both groups is illustrated
Figure 4(d).

The impact of training on individual performance of
Gcurrent and Gprevious is illustrated in Figure 5. This fig-
ure depicts an individual’s change in “precision” response
rate (i.e. 1−confusion rate) on the Y-axis and change in
local accuracy on the X-axis between L1 and L3. Im-
provement in precision rate is indicated by a greater pre-
cision rate in L3 (higher on the Y-axis), while improve-
ment in local accuracy is shown by lower great-circle an-
gle error (left on the X-axis). The majority of the partici-
pants in Gprevious demonstrate improvement in one or both
categories. Gcurrent, however, is more centered about the
middle of the graph with only some individuals exhibit-
ing improvement, primarily in local accuracy. The figure
also suggests that there is no obvious cluster of “good” vs.
“bad” learners in Gcurrent, as has been seen in previous
studies [6, 7].

3.3 Discussion: why so little improvement for Gcurrent
compared to Gprevious?

The first interesting result reported in Section 3.2 is the
difference between the performance of both groups before
the training in L0. It might be that the lack of HRTF selec-
tion in Gcurrent compared to Gprevious is responsible for this
difference. For comparison, results of reported in [6, 7]
indicate that participants using a worst-match HRTF with
individualized ITD had an initial great-circle error above
60◦, and a precision response rate below 50%. Addition-
ally, the results of Gcurrent are very close to those obtained
by participants using a random HRTF without ITD indi-
vidualization in [19], reporting an initial great-circle error
of 51◦ and a precision response rate of 55%. This initial
difference could also be attributed in part to the absence
of ITD adjustment for Gcurrent compared to Gprevious. The
similitude between their initial lateral local angle errors
however argues against this hypothesis.

The second striking result is the difference in learn-
ing from L1 to L3 between the two groups, illustrated
in Figure 5. We examine this evolution from L1 to re-
duce the contribution of procedural learning which ap-
pears most prevalent between L0 and L1. Previous studies
results suggest that a certain percentage of non-proficient
learners should be expected in every HRTF learning ex-
periment [6, 7, 13]. This percentage is well above zero
however, even in non-favorable conditions as when par-

Figure 5: (L3 − L1) difference in individual partic-
ipant performance for (a) Gcurrent and (b) Gprevious.
The Y-axis represents the evolution of precision type
response rate, while the X-axis shows the evolution
of participants local great-circle angle error. Points
in the top-left corner represent participants with the
best relative performance improvement between L1
and L3.

ticipants train with a worst-match HRTFs (e.g. 5 non-
learners out of 8 participants in the W10 group in [7]).
As such, it is unlikely that the observed difference is due
to an unlucky participant selection in the current experi-
ment. The next obvious factor might be the HRTF. Look-
ing at the results of participants training on their worst-
match HRTF in [6, 7], some participants still show a sig-
nificant improvement between evaluations L1 and L3 in
these studies. Still, it might be that the KU100 HRTF
used in the present study was very different from every
Gcurrent participants’ individual HRTF, thereby presenting
a significantly lower potential for improvement as argued
in [7]. As a reminder, Gprevious participants used their
best-match HRTF, selected before L0 based on subjec-
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Figure 6: Frequency response (1 channel) of the
Quest 2 integrated headphones, measured with a
KU100 dummy-head. The logarithmic sine-sweep
used as a stimulus was uploaded to the Quest Unity
using the PCM (lossless) decompression algorithm.
For comparison, the response of the Quest 2 con-
nected (3.5 mm jack output) to a HD 600 headset has
been added (“Quest 2 with HD 600”), as well as that
of the HD 600 alone, using the same unity applica-
tion, not running on the Quest 2 but on a computer.

tive affinity among a 7-elements subset from the LISTEN
database [17]. This is a serious claim, however, and re-
quires further tests to be evaluated.

Another potential factor might be that Gcurrent trained
with the Quest 2 integrated headphones, whereas Gprevious
trained with a Sennheiser HD 600. The frequency re-
sponses of both devices were measured on a KU100
dummy head, reported in Figure 6. The usable (± 5 dB)
frequency range for the Quest 2 appears to be 300 to
8000Hz, with a steep drop off after 7500Hz. Notably,
the reduction in energy in the a critical localization spec-
tral cue high-frequency region also could have signifi-
cantly affected participants’ poor training performance in
the current study. Comparatively, the measured frequency
range for the HD 600 headphones was 40 to 12 000Hz.

There remain two principal additional factors that
could be the reason for Gcurrent participant’s poor per-
formance improvement during the training compared to
Gprevious: the use of different room acoustics, and the fact
that participants trained at home in an uncontrolled envi-
ronment. Additional tests are required and are being con-
ducted to investigate the role of each element.

If there is a silver lining to the absence of perceptual
HRTF adaptation reported after L1, it is that the evolu-

tion of localization metrics observed between L0 and L1
might then be used as a measure of expected procedural
learning improvement in those metrics. Based on the ex-
isting literature [13], the L0–L1 evolution leading to the
L1–L3 performance plateau seems indeed both too fast
and not large enough to be attributed to perceptual learn-
ing. If so, typical procedural learning evolution of those
metrics are notably 5◦ improvement in overall great-circle
angle error, 7% improvement in precision response rate,
4% in in-cone error rate, and 2% in off-cone error rates.
The remaining metrics showed no marked improvements.

4. SUMMARY AND CONCLUSION

This paper reported the performance evolution of par-
ticipants training on auditory localization with a non-
individual HRTF-BRIR. Surprisingly, said evolution was
minimal: performance metrics show a slight improvement
after the first training session and none after the second
and third (12min each), suggesting only procedural learn-
ing but not perceptual HRTF adaptation. These results
were compared to those of a previous study where par-
ticipants trained with the same program, this time very
obviously improving after each session. The compari-
son suggests that the limited learning could be a result of
the headphones/audio-hardware used (Quest 2 integrated
headphones), of a lack of affinity between participants and
the HRTF used (KU100), or of the uncontrolled nature of
the training environment. A complementary study is un-
derway to understand better what happened here. The re-
sults of this study, and the follow-up work, should help to
design more robust HRTF training programs.
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