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ABSTRACT

The Binaural Rendering Toolbox (BRT) is a set of soft-
ware libraries, applications, and definitions aimed as a vir-
tual laboratory for psychoacoustic experimentation. The
BRT is developed in the framework of the SONICOM
project 1 and will include the algorithms developed in
the 3D Tune-In Toolkit 2 in a new open, extensible ar-
chitecture. At the core of the BRT Toolbox, a library
provides C++ implementations of listener models, source
models, and environment models, including a growing
collection of portings to different audio frameworks such
as PureData, MaxMSP and VST plugins, by means of the
Avendish library. In addition, the BRT also includes an
application controlled via the Open Sound Control (OSC)
protocol.

This paper describes the architecture of the BRT, its main
features, and its application to reproducible psychoacous-
tics experiments. The toolbox provides a complete trace
of the experiment, including the delivered binaural audio,
annotated with the listener and source movements. For
this purpose, a new SOFA convention is proposed to store
dynamic measurements, facilitating their use in the Audi-
tory Model Toolbox (AMT).
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tics, auditory virtual reality.

*Corresponding author: dgonzalezt@uma.es.
Copyright: ©2023 This is an open-access article distributed
under the terms of the Creative Commons Attribution 3.0 Un-
ported License, which permits unrestricted use, distribution, and
reproduction in any medium, provided the original author and
source are credited.

1 https://www.sonicom.eu/
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1. INTRODUCTION

Immersive audio researchers have demanding needs for
the open software development community, including
individualised binaural simulation in dynamic settings,
where multiple sound sources and multiple listeners move
in virtual reverberating spaces, in real time. Individual-
isation is an important area of research where the maxi-
mum flexibility and support of updated standard formats
for Head-Related Transfer Function (HRTF) files is also
expected from software.

To the challenging demands on software performance
we must add the variety of audio frameworks employed by
researchers, which surely include standalone C/C++ de-
velopments, but also Pure Data, Max/MSP patches, Unity
3D, Unreal, VST3 or Web (HTML5) audio deployments.
Of special interest is the ability to interface with the Audi-
tory Modeling Toolbox, an Octave/Matlab library advanc-
ing the use of software models of many stages in the hu-
man auditory system [1]. Of course, different researchers
work with different operative systems, which demands
also for multi-platform approaches that allow deployment
of software to the Windows, MacOS and Linux operating
systems. The Open Sound Control (OSC) protocol is often
used to connect different components and allow interop-
erability in this heterogeneous software ecosystem, which
adds another interface requirement for new modules to be
integrated with existing software.

The availability of open, version controlled software,
and the reduction of the human factor (when possible) by
the use of auditory models, contribute towards a higher de-
gree of reproducibility in immersive audio research. How-
ever, research with human participants in dynamic, real-
time virtual auditory spaces (VAS) is a challenge to repli-
cability. Not only must the code to reproduce the stim-
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uli during a experiment be made available to other re-
searchers, but also all the variables involved in the inter-
action of the participants with the system, which must be
captured and stored, ideally using standard open formats
available to the research community.

The 3D Tune-In Audio Toolkit [2] (3DTI-Toolkit)
is a set of software libraries which address some of
these needs. It is composed of an open-source C++ li-
brary with examples, and partial ports to Unity, VST and
Javascript/Webaudio. The libraries are version controlled
and available on Github 3 , together with the Binaural Test
Application (BiTA) 4 , which allows to interactively test
all the capabilities of the 3DTI-Toolkit, including full real-
time 3D binaural audio rendering, hearing loss and hear-
ing aid simulations. BiTA is not open source, but is freely
available for Windows, Mac and Linux. BiTA is mainly
a graphical user interface to the 3DTI-Toolkit, but some
of its functionality can be controlled via OSC commands,
which allows for integration with other software, and for
(partial) batch-mode execution of the application. BiTA
allows to save the binaural audio to WAV format, and the
static configuration of the parameters of the simulation at
any moment. However, audio and parameters are saved
separately. For the parameters, only snapshots of their val-
ues can be saved at the press of a GUI button. Their full
trajectories in parameter space cannot be recovered after
simulation.

The 3DTI-Toolkit implements the binaural rendering
process chain in a specific manner. All stages in the chain
can be switched on and off, and all the parameters of each
stage can be fully controlled. Being open software, it
can be modified to use different algorithms in any of the
stages, but it was not designed with that feature in mind.
Extending the Toolkit is not trivial and probably requires
deep understanding of the source code.

This paper introduces the Binaural Rendering Tool-
box (BRT). The BRT is a set of libraries, examples, in-
terfaces and file formats, developed with all these needs
in mind. Taking the well tested, efficient algorithms of
the 3DTI-Toolkit, it goes beyond open software to Open
Architecture: the internal interfaces between the different
stages of the rendering chain are designed so as to al-
low easy development of new algorithms that extend the
toolbox. The different stages are separable, which allows
to port only specific stages to multiple platforms and au-
dio hosts. Open Architecture, interoperability and repro-

3 https://github.com/3DTune-In
4 https://github.com/3DTuneIn/3dti AudioToolkit/releases/

ducibility of research have guided the design of its archi-
tecture. In the reminder of the paper we present the archi-
tecture and the different components of the toolbox.

2. ARCHITECTURE

The BRT is a set of tools for real-time binaural au-
dio rendering, designed with an open architecture for re-
searchers to build highly customised virtual acoustic sce-
narios. There are four main components of the BRT tool-
box (see Figure 1):

1. At the core of the BRT is the BRT library, a
header-only C++ library organised into modules
that can be interconnected in different configu-
rations, so as to allow maximum customisation.
More detail is given in Section 2.1.

2. The BRT Applications are executables for differ-
ent platforms, including wearable devices. The
applications are interoperable audio renderers and
auxiliary tools, such as motion trackers. The BRT
allows to build renderers for specific scenarios, or
generic renderers, configurable for different virtual
scenarios. The BRT application (BeRTA), which
is already under development, is an example of the
latter.

3. The BRT Portings are deployments of the library
modules to different rendering engines/hosts, such
as PureData, Max/MSP or VST3.

4. Finally, the BRT Definitions are a set of common
standards, such as an OSC syntax, a new SOFA
convention for the capturing of data from psychoa-
coustic experiments 5 , documentation, and open-
source examples.

The components that form the BRT will allow us to
achieve modularity at two levels: at compile-time and at
run-time. At-compile time, C++ developers will have at
their disposal different choices as to how to interconnect
the library modules according to a desired functionality.

Run-time modularity will be achieved both by inte-
grating the BRT Portings into different rendering frame-
works (PureData, etc.) and by using the interoperable
BRT applications. This will allow researchers to include
the BRT algorithms in their existing experimental appara-
tus, while minimising the need for coding.

5 Currently in the pre-proposal state, see section 3
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Figure 1. Binaural Rendering Toolbox conceptual
diagram.

Finally, we are hoping that the combination of the
BRT applications and the new SOFA convention for An-
notated Audio (Section 3) will increase reproducibility of
psychoacoustics experiments supported by the BRT and
facilitate the connectivity with the Auditory Model Tool-
box.

2.1 The BRT Library

The BRT library is a new open source C++ library 6 built
on the experience gained with the 3DTI-Toolkit, a very ef-
ficient binaural rendering library, but difficult to customise
and extend. Modularity and extensibility have been the
main design principles for the BRT library. It is a header-
only library, which simplifies integration in applications.

The library is organised into three layers:

• The bottom layer implements a template-based
mechanism for the interconnection of modules,
based on the observer design pattern [3].

• At the middle layer, the library is organised into
low-level processing and service modules. Pro-
cessing modules are in charge of signal processing:

6 https://github.com/GrupoDiana/BRTLibrary

attenuators, convolvers, filters, etc. Service mod-
ules are auxiliary modules, such as HRTF man-
agers, and SOFA file readers.

• At the top layer, high-level meta-modules intercon-
nect the middle layer processing and service mod-
ules in specific ways that we call models. Some
examples which are in our road-map include lis-
tener models, source models, environment models
or hearing loss models.

This organisation allows different uses of the library for
C++ developers. Models can be interconnected to cre-
ate applications. For example, a practical anechoic binau-
ral scenario could be formed by interconnecting a listener
model and a source model. The middle layer provides
building bricks to design new models, while the bottom
layer allows to create new low-level processing or service
modules.

The extensibility provided by this design will allow
the BRT library to satisfy current needs in psychoacous-
tics by implementing new features not present in the 3DTI
Toolkit, such as multiple simultaneous listeners, direction-
ality of sound sources, or fast swapping of HRTFs at run-
time.

3. ANNOTATED AUDIO

An important aspect in science is its reproducibility.
The Auditory Modeling Toolbox (AMT) [4], an Oc-
tave/Matlab toolbox for the development of computational
models of the human auditory system, has a strong focus
on reproducible research. The AMT is a collective effort
which involves validating and tuning the models’ predic-
tions against experiments performed with human partici-
pants.

One of the current lines of research in the AMT is
the advancement of dynamic models for which the valida-
tion against experiments with humans can be challenging,
as both the spatial configuration of the sound sources and
participants can change within each experiment trial, dy-
namically affecting the binaural audio that the participants
receive. When modelling such experiments, the rendered
binaural audio resulting from the spatial configuration of
the actual trajectories of both sound sources and listeners
needs to be synchronised with the spatial configuration.
The synchronous audio and spatial information, i.e., an-
notated audio, needs to be stored in a file, the format of
which needs to be well-defined. Figure 2 shows the po-
tential interaction between BRT and an AMT-based model
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using the annotated audio to model dynamic experiments.
The annotated audio file aims at storing all the raw data
during an experiment with participants to be reused for
validation of new auditory models, or to reproduce the ex-
periments.

Figure 2. Potential interaction between BRT and an
AMT-based model using the annotated audio file for-
mat.

We propose to incorporate the annotated audio as a
new convention of SOFA, an established standard for shar-
ing spatially oriented acoustic data. This helps ensuring its
interoperability, ease of use and distribution. The SOFA
standard, a file format for storing spatially oriented acous-
tic data, has been introduced in 2013 and is widely used
by the community.

The working name for this new SOFA convention is
SingleTrackedAudio. While the convention is still in an
early stage, relevant fields have been identified: position
and orientation of listener head, position and orientation
of sound sources, and rendered binaural audio samples.
In detail:

• Audio samples are stored as a vector of SOFA di-
mensions R x N where R is the number of receivers
(i.e., ears) and N is the number of audio samples
per receiver.

• The SOFA dimension M represents the number of
points in time with information about the spatial
configuration of the listener and sound sources.

• The spatial information about the listener is stored
in three matrices: ListenerPosition, ListenerView,

and ListenerUp, with the first matrix describing the
position and two latter matrices describing the ori-
entation of the listener. Each matrix has the SOFA
dimensions M x C where C is the number of spatial
dimension and always three.

• Sound sources are represented by the SOFA emit-
ters, i.e., the SOFA dimension E represents the
number of sound sources.

• The spatial information about the sound sources is
stored in three matrices: EmitterPosition, Emitter-
View, and EmitterUp, similar to the listener. Each
matrix has the SOFA dimensions E x C x M.

• The link between the audio and the spatial con-
figuration is provided in a vector called M. This
vector contains the timestamps of the measure-
ments: Each time the configuration is updated, a
new entry is appended to the vector M. This allows
the software to measure the listener tracking data
and source positions at irregular time intervals, in-
dependently of the usually regular sampling of the
audio.

Each SOFA file using the proposed convention is sup-
posed to consider a single experiment trial, rather than
long recordings of binaural audio. Additionally, the pro-
posed convention considers simplifications, for example
in cases where the listener or the sources are static. A
proposal for the new convention describing the annotated
audio will be submitted to the SOFA standardisation com-
mittee [5].

4. APPLICATIONS AND PORTINGS

In this section we describe BRT Applications and Port-
ings being currently under development, the most impor-
tant being BeRTA, the reference test application for the
BRT Toolbox. Other applications are currently under de-
velopment, such as a binaural renderer for the Bela Audio
Board 7 . Initial portings of the first Listener Models to
PureData, Max/MSP and the Steinberg VST3 Plugin SDK
have also been developed to test the approach.

4.1 BRT Application: BeRTA

BeRTA is a real-time spatial audio rendering application.
At the moment of writing, BeRTA is a single, standalone
application with a high degree of configurability, that will

7 https://bela.io
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allow generation of different types of virtual sound sce-
narios. However, it might evolve into a series of different
versions of the application, each one allowing for small
configurations.

BeRTA integrates the BRT library for all audio sig-
nal processing and spatialisation, together with other open
source third-party libraries to handle file formats (SOFA,
WAV and others), to create the GUI, and to implement the
OSC protocol. BeRTA is designed from the outset to be
fully controlled via OSC. Thus, OSC is the primary inter-
face to the application, whereas the GUI has almost exclu-
sively informative tasks. Any other application or frame-
work capable of producing OSC commands can control
BeRTA. There is also an initial configuration file, which
is loaded by BeRTA at startup to set default values for pa-
rameters, such as buffer size or sample rate.

The GUI in BerTA is a simple combination of
terminal-like areas (see Figure 3) which provide informa-
tion on the status of the application: the rendering parame-
ters (what is enabled and what is not), or the parametres of
audio sources and listener. Other terminals show the OSC
commands received and sent, the commands executed by
BeRTA, and the messages signaling the errors that BeRTA
is programmed to detect.

Figure 3. Screenshot of BeRTA v1.4.3

At the time of writing (v1.4.3), BeRTA has a mod-
est list of OSC commands, shown in table 1 classified by
groups. This OSC syntax is part of the BRT Definitions,
and will be standard within the BRT Toolbox: other BRT
applications will share the same syntax.

General messages refer to general commands to the
system, such as making a general stop or pause, or delet-

Table 1. OSC messages by groups. The first column
indicates the group and the header that must precede
the command. The second column shows the differ-
ent commands in the current version (1.3.0).

Type OSC Messages (BeRTA v1.3.0)

General
/play, /pause, /stop, /loadHRTF
/removeAllSources,
/playAndRecord

Control
(/control)

/connect, /disconnect, /ping,
/version, /samplerate

Source
(/source)

/loadSource, /removeSource, /play,
/pause, /stop, /mute, /unmute
/solo, /unsolo, /loop, /location
/gain, /playAndRecord

Listener
(/listener)

/location, /orientation, /setHRTF,
/enableSpatialization,
/enableInterpolation,
/enableNearFieldEffect

ing all existing virtual fonts in the simulation. These mes-
sages do not need a header Control messages are used to
request information from the application, to initiate the
connection or to close it. These messages should expect
a response message back. Source messages correspond to
actions on a specific sound source. Each source is created
with a unique identifier, which must also be indicated by
OSC at creation. Messages referring to Listener configu-
ration are grouped in this type, in a similar way to those
relating to the source.

4.2 Wearables

In the area of wearable devices and applications, work is
being done in two areas:

• BeRTA-mini, a fully portable binaural renderer: A
reduced version of BeRTA, BeRTA-mini is being
developed for a wereable platform that combines
a BELA, a specialised audio board capable of low
latency audio and sensor data processing, a BN055
IMU sensor that integrates gyroscope, magnetome-
ter and accelerometer, and a pair of headphones.

• Interoperability for trackers: Connectivity via
OSC with MBIENTLAB’s MetaMotionRL tracker
is being developed as a first option. An application
is being developed that will connect to the device

335



10th Convention of the European Acoustics Association
Turin, Italy • 11th – 15th September 2023 • Politecnico di Torino

and translate the communication to OSC according
to the syntax defined in BRT.

4.3 BRT Portings for multiplatform and multihost
support

Mutliplatform and multihost 8 development can be seen as
unrewarding tasks in Academia, but in the long term they
support reproducibility of research and efficiency of the
research community as a whole. We are currently evalu-
ating two open source tools to support the double effort
of multiplatform and multihost development of the BRT
Toolbox : Avendish [6] and CMake 9 .

• Avendish [6] is an actively developed modern C++
library aimed precisely at helping audio software
developers to reduce the development effort re-
quired to deploy M algorithms into N platforms,
from M × N to M + N , with the effort quanti-
fied by N being provided for the most part by the
developers of Avendish. At the moment of writ-
ing we have developed and tested proof-of-concept
simple scenarios with some modules from the BRT
library middle layer which have been deployed to
PureData, Max/MSP and VST3.

• CMake is a well established build system to au-
tomatically generate build files for multiple plat-
forms. Many modern, currently active C++ li-
braries use or have plans to use CMake as their
only build system. Although still not the case for
the BRT Library, for which we currently have man-
ually written build files, there is already an ex-
perimental branch of the BRT library repository
that uses CMake to integrate the BRT Library in
Avendish.

5. DISCUSSION AND CONCLUSIONS

The BRT Toolbox is at early stages of development. Fol-
lowing the agile approach to engineering, the team devel-
oping BRT is looking for constant feedback from all the

8 By multiplatform we mean developing the same application
or library for different operative systems. For example, provid-
ing compiled or compilable versions of BeRTA (See section 4.1)
for the Windows and the MacOS operative systems. By multi-
host we mean porting an algorithm to different audio host en-
vironments, such as PureData, Max/MSP or DAW plugin APIs
such as Steingberg VST3.

9 https://cmake.org

potential users and stakeholders involved. The first feed-
back was received internally within the consortium of the
SONICOM European project, and greatly influenced the
organisation of the toolbox.Our intention with this paper is
to hopefully reach beyond SONICOM for testing and val-
idation, so that we can better prioritise our development
efforts.

User stories are another tool of agile engineering
which is helping the BRT team to understand stakeholder
needs, elicit requirements and prioritise development. For
example, one of the active lines of research within the
SONICOM consortium involves fast swapping of HRTFs,
usage of auditory models, and preservation of the raw data
in interactive experiments with subjects. These needs have
driven the prioritisation of the listener models and the an-
notated audio format, which might become a new SOFA
convention, and eventually, one of the results beyond the
timespan of the SONICOM project.

At the time of writing this paper, the BRT Toolbox
includes:

• The C++ code implementing a listener model with
convolution based, anechoic binaural rendering,
with multiple sound sources, near field simulation,
and fast HRTF swapping.

• A Windows standalone version of BeRTA, a binau-
ral audio rendering application controlled via OSC,
which implements this listener model and saves all
parameters of the interaction in annotated audio
format.

• A wearable binaural renderer for the BELA.

The following components are currently in develop-
ment, or planned for future iterations of development:

• Source models that support directivity of sound.

• Multi-listener rendering.

• Multiple reverberation models, including
convolution-based, image source-based and
hybrid models.

• Portings of the source, listener and reverberation
models to PureData, Max/MSP and the VST3 plu-
gin API.

• Hearing loss models.

• Hearing aid models.

336



10th Convention of the European Acoustics Association
Turin, Italy • 11th – 15th September 2023 • Politecnico di Torino

This list is given in no particular order related to priorities.
A mixture of factors will continue to guide the BRT Tool-
box roadmap. As the functionality of the BRT advances
towards completion, a comparison in the context of sim-
ilar tools should be made to assess the relative contribu-
tions of the BRT to the psychoacoustics research commu-
nity.
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