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ABSTRACT
Headphone-based spatial audio reproduction nowadays
often uses Ambisonics-to-Binaural rendering [1]. For op-
timum beam-forming, non-parametric methods, such as
the Magnitude Least Squares (Mag-LS) [2], and para-
metric methods, such as the coding and multidirectional
parametrisation of Ambisonic sound scenes (COMPASS)
[3], were recently introduced. The use of individual
(rather than non-individual) head-related transfer func-
tions (HRTFs) technically optimises rendering. In a lis-
tening experiment, spatial audio-experienced participants
were asked to blindly rate the overall perceived quality of
six renderings with different HRTF data sets (2x their own
HRTFs, 2x random non-individual HRTFs from humans,
2x hat-and-torso simulators (HATSs)), relative to their
own internal reference. In 14 panels, different rendering
approaches (Mag-LS vs. COMPASS and Ambisonics or-
ders 1,2,3 vs. 7) and two scenes (speech vs. music in
dedicated rooms) were varied. Participants were informed
that at least one of the six renderings per panel used their
own HRTFs. The results of this experiment indicate that
renderings with individual HRTFs do not obviously and
not necessarily yield highest overall perceived quality rat-
ings. This can be explained by individually different qual-
ity concepts and by the intentional test design with no ref-
erence and no anchor.

Keywords: individual HRTF, personalised binaural au-
dio, Ambisonics to binaural rendering, perceived quality

*Corresponding author: frank.schultz@uni-rostock.de.
Copyright: ©2023 Schultz et al. This is an open-access article
distributed under the terms of the Creative Commons Attribution
3.0 Unported License, which permits unrestricted use, distribu-
tion, and reproduction in any medium, provided the original au-
thor and source are credited.

1. PRECIS

Headphone-based Higher-Order-Ambisonics-to-Binaural
rendering (HOA2Bin) is a profiled approach for spatial-
isation of audio scenes, for which non-parametric beam-
formers [1, Fig. 2-4 ] (cf. Mag-LS) and parametric beam-
formers [1, Fig. 5] (cf. COMPASS) were introduced.
Since the sound field and HRTFs can be acquired sepa-
rately, HOA2Bin allows for convenient selection of dif-
ferent HRTF datasets and head-tracked dynamic rendering
via 3D rotation of the HOA scene.

Due to its inherently most precise antenna directiv-
ity characteristic, individual HRTFs – when properly mea-
sured or numerically simulated – constitute the optimum
selection choice from a purely technical viewpoint. Per-
ceptual studies, concentrating on anechoic spatial audio
scenes and on localisation, externalisation and front-to-
back confusion indeed suggest, that individual HRTFs
can significantly improve binaural renderings compared to
HRTFs from HATS or to randomly chosen, non-individual
HRTFs, cf. [4, 5]. However, these performances seem
to be highly dependent on the experimental conditions,
as other studies indicate no statistically significant effect
for individual HRTFs alone, cf. [6–8], but rather only
in interaction with head-tracking, cf. [9, 10], for exam-
ple. Hence, the fundamental questions still seem to be,
which applications benefit from individual HRTFs, which
do not, and why. In [11], the spatial attributes bright-
ness, richness, externalisation and preference were per-
ceptually evaluated for non-head-tracked binaural render-
ings of a jazz piece in anechoic conditions. SADIE II
database’s participants rated their individual HRTF vs.
non-individual vs. two HATS HRTFs. The results indi-
cate that individual HRTFs do not outperform, but rather
a preference tendency for HATS HRTFs. In [12], differ-

DOI: 10.61782/fa.2023.1076

2713



10th Convention of the European Acoustics Association
Turin, Italy • 11th – 15th September 2023 • Politecnico di Torino

ences regarding the spatial attributes reverberance, source
width/distance/direction and overall quality were rated for
a real scenario – a female voice from 3 loudspeaker posi-
tions in a seminar room – vs. head-tracked binaural aural-
isations of this scene including non-individual and HATS
HRTFs. The results indicate highly plausible auralisa-
tions, and that individual HRTFs do not outperform the
HATS HRTFs conditions.

As literature provides evidence that individual HRTFs
mostly enhance binaural audio quality, and as crafting true
individual HRTFs is still time and tools consuming, strate-
gies for HRTF individualisation [13] appear meaningful
for optimum system-to-user adaptation [14]. Models that
recommend appropriate HRTFs from a database make use
of machine learning advancements, cf. [15–17], and can
be trained with perceptual feedback, anthropometric fea-
tures and raw HRTFs as input data, hence combining
and enhancing earlier selection approaches, cf. [18, 19].
The studies [15, 16] involve perceptual tests on HRTF
choices and indicate, that model-based selection of an
individualised HRTF i) is better than a random HRTF
choice and ii) is close in rating to the individual HRTF.
Similar results are provided by [17] with special focus
on vertical localisation when testing the model perfor-
mance by technical metrics. This model ranks the ex-
amined KEMAR HATS with highest mismatch to rec-
ommended individualised and individual HRTFs, which
was then shown to be consistent with elevation localisa-
tion performances in a listening test. Currently, HRTF
individualisation is lively examined for audio-visual VR
applications, indicating benefits in certain conditions but
– due to multimodal-, interaction- and learning-aspects –
no obvious and no mandatory outperformance of individ-
ualised HRTFs, cf. [7, 20, 21].

In-depth perceptual evaluation of personalised
HOA2Bin deserves our attention. Hence, in this contri-
bution, we discuss an experiment for HOA2Bin using
different HRTFs focusing on auditory perception only.
The test paradigm shall indicate if using individual
HRTFs outperforms personalised HOA2Bin compared
to non-individual/HATS HRTFs. Detailed information
of the experiment, very briefly reviewed here, can be
found in [22, 23], the latter being a preliminary study.
For 13 participants and 2 HATS (KEMAR and Aachen),
individual HRTF datasets as well as individual headphone
transfer functions (HpTFs) of a Sennheiser HD650 were
measured in a consistent laboratory setup in Aachen. Two
spatial-aliasing free HOA scenes based on shoebox room
modelling in RAVEN were created, with a female speaker

in an empty seminar room and a jazz standard playing
trio in an empty concert hall. Real-time HOA2Bin,
head-tracked HOA rotation as well as HpTF equalisation
was realised with SPARTA plugins hosted by Reaper,
all controlled by a Jupyter notebook based listening test
GUI. Twelve spatial-audio and listening-test experienced
(except one) subjects were asked to rate overall perceived
quality relative to their own internal reference on a con-
tinuous (bad / poor / fair / good / excellent labelled) scale
for 14 x 6 binaural renderings. Written test instructions
provided information on scene setups and comments that
localisation, externalisation, room impression, timbre,
(technical) preference should enter quality assessment.
We could fairly assume that our expert listeners were not
biased by personal taste of music and speech style and
hence, quality ratings cover only technical aspects, both
for music and speech. Without explicitly calling attention,
subjects actually performed an HRTF selection procedure
– intentionally a test design without anchor/reference,
cf. [24] – for 14 panels, each comprising renderings
with 6 different HRTFs. Subjects were briefed that at
least one stimulus per panel is rendered with their own
individual HRTF, which might have raised (individually
pronounced) expectations with respect to overall quality.
Robust multiple comparisons among dependent groups
were evaluated with rmmcppb() [25, 26] within each of
the 14 panels.

The rating results are shown in Fig. 1 and 2 as box-
plots, indicating each of the 14 panels as an individual
body. The ratings suggest no obvious outperformance of
individual HRTFs. Observed significant differences seem
to be specific for conditions, here the HRTF type and the
rendering approach, but supposedly not the audio content.
For some Mag-LS panels, cf. Fig. 1, individual HRTFs
outperform randomly chosen human HRTFs. For COM-
PASS renderings, cf. Fig. 2, individual HRTFs outperform
KEMAR HATS in most of the panels. This might be re-
lated to this renderer’s usage of unaltered HRTF infor-
mation for the estimated direct sound components, thus
potentially leading to fewer errors in externalisation, lo-
calisation and colouration for individual HRTFs. Gen-
eral conclusions should be avoided from this observation
though, as KEMAR performance varies, cf. [17,22] (indi-
vidual HRTFs mostly outperform) vs. [8, 12] (mostly not
outperforming). Overall, our findings are in line with the
literature, confirming that benefits of individual HRTFs
seem to be application and audio scene dependent. A de-
tailed discussion of the experiment, statistical evaluations
and interpretation of the results can be found in [22].
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Figure 1. Results as box-plots (median: dotted, whiskers: [5, 95] % percentiles, rectangular box shape: in-
terquartile range (IQR), notch shape: 95 % confidence interval (CI) of the median, outliers: grey ×) for speech
scene (top) and music scene (bottom) rendered with Sparta plugin, i.e. Mag-LS algorithm. HRTF: own indi-
vidual, kem KEMAR HATS, ac Aachen HATS, r1/r2 two different random humans included in this study’s
HRTF database. Densely dotted, horizontal lines indicate statistical significant differences w.r.t. individual
HRTFs vs. non-individual or HATS HRTFs (by comparing dependent groups using rmmcppb() [26] v1.1.0
defaults, percentile bootstrap, 20 % trimmed mean, αcumulated = 0.05 per panel.)
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Figure 2. Results for speech scene (top) and music scene (bottom) rendered with COMPASS plugin. Same
depiction strategy as in Fig. 1 above. Here, non-overlapping median CIs are highly consistent with correspond-
ing rmmcppb()-based statistical significant group comparisons indicated by the horizontal lines.
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