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ABSTRACT
In the last decades, wave-based simulation methods have
been applied to an increasing number of 3D virtual rooms
thanks to the scientific and computational advances in nu-
merical models. However, there is still a lack of ade-
quate material properties required for those simulations,
in terms of accessible lists of various frequency-dependent
boundary conditions. Such input parameters can be re-
trieved from sound absorption coefficients, exploiting the
availability of several consolidated datasets typically em-
ployed in ray-tracing simulations. The present work aims
at quantifying and assessing the degree of uncertainty
underlying this critical step in non-trivial environments.
With this purpose, parallel calibrations have been carried
out on distinct case studies based on experimental data
using finite-difference time-domain (FDTD) and geomet-
rical acoustics (GA) approaches. The outcomes high-
light significant discrepancies at low frequencies between
the different input data for various materials, suggest-
ing a potential decrease (up to 45%) in sound absorp-
tion coefficient before the conversion to specific acoustic
impedances.

Keywords: room acoustic simulations, finite-difference
time-domain, wave-based methods, boundary conditions

1. INTRODUCTION

The reliability of boundary conditions is crucial to achieve
accurate results in room acoustic simulations. In scien-
tific literature, most of the available datasets are energy-
based quantities, i.e., sound absorption coefficients, for
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various reasons. First, the geometrical acoustics (GA) ap-
proach has historically been the main tool to simulate the
acoustic field in large enclosed spaces, requiring energy-
based input data as material properties [1–3]. Secondly,
methods adopted by the ISO 354 standard and the ASTM
C423 are the most widespread procedures to measure the
frequency-dependent randomly-incident absorption coef-
ficients in third octave bands [4, 5]. This led to col-
lect a wide number of consolidated absorption coefficient
datasets that are available for engineers, architects, acous-
ticians, and scholars [6, 7].

In the last decades, also wave-based (WB) methods
have been widely applied to acoustic simulations [8, 9].
In fact, technological advances in parallel computation
through GPUs allowed a wide use of optimized WB codes
in room acoustics, partially overcoming the inherent dis-
advantages related to high computational cost, which typ-
ically increases with frequency and with the size of the
room [10–12]. Nevertheless, even though WB simula-
tions have gained an important role in the room acous-
tic research field, there is still a certain lack of proper
input data, i.e., pressure-based quantities, such as com-
plex acoustic impedances or reflection factors. Conse-
quently, a common practice adopted in WB models is
to exploit the wide availability of absorption coefficients
converting these energy-based quantities into acoustic
impedances [13, 14]. However, this retrieval process
yields to non-unique solutions because there are infinite
surface impedance values corresponding to a certain value
of absorption coefficient [15]. Moreover, when time-
dependent approaches are adopted, such as the discon-
tinuous Galerkin method and the finite-difference time-
domain method, time-dependent boundary conditions are
needed [16, 17].

The present work explores the uncertainty of such
conversion process in large non-trivial geometries, using
finite-difference time-domain (FDTD) models [18]. In
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parallel, GA calibration of the same 3D models allowed
to outline a comparison between the different boundary
conditions employed [19].

2. BACKGROUND THEORY

Given a boundary hit by a sound wave, the complex re-
flection factor is the ratio between the reflected pressure
and the incident pressure R = prefl/pin = |R|eiχ where
|R| is the magnitude and χ the phase of the reflected
sound wave. The reflection factor completely describes
the angle-dependent and frequency-dependent acoustic
properties of a surface. As the intensity of a plane wave
is proportional to the square of the pressure amplitude
(I = p2/ρ0c), the fraction of intensity of the reflected
wave is reduced proportionally to a quantity equal to |R|2
with respect to the total energy of the incident sound wave.
Therefore, for plane waves incident on infinite surfaces,
the quantity 1 − |R|2 indicates the fraction of intensity
lost during the reflection, which is defined as the absorp-
tion coefficient α:

α = 1− |R|2. (1)

The acoustic properties of a surface can also be described
with the complex specific acoustic impedance, which is
the ratio between the sound pressure at the surface and the
normal component of the particle velocity at the incidence
point:

Z =
p

vn
(rayl). (2)

The normalized specific acoustic impedance is expressed
as ζ = Z/ρ0c0 where ρ0c0 is the characteristic acoustic
impedance of the air (' 415 kg/m2s at 20◦ C), whilst its
inverse value is defined as the admittance γ = 1/ζ [15].
In case of normal-incident wave (θ = 0):

R =
Zs − Z0

Zs + Z0
=
ζ − 1

ζ + 1
(3)

and consequently:

α(ζ) =
4Re(ζ)

|ζ|2 + 2Re(ζ) + 1
. (4)

Notwithstanding the inherent uncertainty when trans-
forming absorption coefficients into surface impedances,
scholars agree on the combined use of input absorption co-
efficients and the absorber category of interest, such as mi-
croperforated panels, porous absorbers, and membranes.
This allows to match the input absorption coefficients with

existing adequate surface impedance models to obtain the
most likely surface impedance based on the model [14]. .
Generally, the optimization problem is expressed as:

F (ζ) = |αγeq − αinput|2 (5)

where F (ζ) is the optimization function, αγeq is the ab-
sorption coefficient corresponding to ζ, and αinput is the
Sabine absorption coefficient provided as input data. The
goal is to minimize the optimization function using the
constraints given from the analytical model correspond-
ing to the type of absorber assessed [13]. In other words,
conversion processes identify the type of absorber and
generate the most plausible surface impedance based on
such information. Basically, the start-of-art knowledge is
the basis of material conversion processes. Consequently,
innovative or non-trivial materials with specific acoustic
properties still lack of proper models suited to the re-
trieving process. This issue becomes even more challeng-
ing in scenarios such as virtual models of opera houses,
when the surfaces constituing the boxes tiers are gener-
ally merged into a single macro-layer with proper acoustic
properties [20]. Similarly, a further example is the group
of flat surfaces corresponding to the seats rows, typically
with a 80 centimeters high box on the floor [21].

3. METHOD

3.1 Large non-trivial environments

With the aim of assessing challenging material properties
for WB simulations, the present study explores a sample
of four large opera houses, whose ISO 3382-1 room crite-
ria had been measured through several acoustic surveys
by the authors [22]. The authors acquired impulse re-
sponses using exponential sine sweep (ESS) signals. In
compliance with the Ferrara Charter procedure, at least
two points were selected for the omnidirectional sound
sources (proscenium and centre stage), and a dense mesh
of receivers was arranged throughout half of the audience
areas (stalls, theatre boxes, galleries) [23]. The halls un-
der study are different in size, occupancy, acoustic ty-
pology, acoustic coupling effects and sound absorption
distribution [24–26]. For more information on the halls
see [27–29].

The 3D models of the opera houses were built with
Sketchup Pro according to the state-of-art acoustic mod-
eling procedure [30,31]. During the modeling process, the
choice was to reduce the actual numbers of distinct mate-
rials present in the actual opera house to a relative small
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(a) 25,400 m3 (b) 12,030 m3

(c) 10,450 m3 (d) 8,640 m3

Figure 1: 3D models of large non-trivial halls under
study. The total volume is provided in cubic meters.

number of layers. This contributes to minimize the uncer-
tainty connected with the input data, as the material prop-
erties to be assigned to the surfaces [32,33]. The results of
the 3D modeling phase are shown in Figure 1, along with
the total volume of each hall in cubic meters.

3.2 Finite-difference time-domain models

The WB code employed in this study is a FDTD algo-
rithm with a finite volume optimization at the boundaries
developed by a group of researchers at the University of
Edinburgh [34–36]. The whole hybrid code combines
the FDTD/FVTD model up to a certain cut-off frequency
(4 kHz) with a classical stochastic ray-tracing at high den-
sity at higher frequencies. In the FDTD part of the code, a
non-Cartesian 13-point stencil cubic close-packed (CCP)
scheme was used over a face-centered cubic (FCC) sub-
grid to minimize the dispersion errors [37]. The boundary
conditions employed in the FDTD part of the code are the
locally reactive complex-admittances γ(x, s), whose gen-
eral expression is

γ(x, s)p(x, s) = n · v(x, s) (6)

where p(x, s) is the sound pressure, n · v(x, s) is the
normal velocity component at the boundary, and s is the
usual transform variable. The impulse response length
was cautelatively set equal to 3 seconds to account even

for the longer reverberation time values at low frequen-
cies. Notwithstanding the significant computational cost
- due to the size of the halls and the high value of the
cut-off frequency - the calculation employed only 1 hour
for each second of impulse response parallelizing CUDA
across next-generation GPUs.

3.3 Retrieving process

The procedure employed in the present study is presented
in Figure 2. First, the outcomes of the acoustic measure-
ments have been the reference point in a standard GA cal-
ibration of the 3D models through a hybrid ray-tracing
software (Odeon Room Acoustics) [38]. The sound ab-
sorption and scattering coefficients applied to the surfaces
were first taken from available databases [6,7,39,40], and
then adjusted in an iterative way to achieve the calibration,
according to the common practice [41, 42].

Figure 2: FDTD calibration process carried out in
each of the 3D virtual models, taking the measure-
ments as a reference point and the parallel GA cali-
bration as a term of comparison.

Successively, the same 3D models have been tuned to
the experimental data also with the FDTD approach. It is
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important to remark that even though a WB model could
support more details, the choice to use the same models
allows a systematic comparison between FDTD and GA
input dataset. In other words, the goal is maintaining com-
parable all the steps of the two different procedures and to
carry out analyses on the final results, with a special fo-
cus on the different input datasets employed. Moreover,
the choice was to start the FDTD calibration with the fi-
nal energy-based quantities outcoming from the GA cali-
bration and to derive the corresponding complex acoustic
admittances, notwithstanding the non-univocity of the so-
lution [13, 14].

In this work, boundary impedance conditions were
derived from the energy parameters employed in GA
calibrations using the electrical–acoustical analogy thor-
oughly described in [43]. The electrical–acoustical anal-
ogy with a parallel network of resistance - inductance - ca-
pacitance (RLC) circuits is employed as a one-port struc-
ture, as follows:

γ(x, s) =

M∑
m=1

s

L(m)(x)s2 +R(m)(x)s+ 1
C(m)(x)

(7)

where γ(x, s) is the complex admittance, L, R, C are, re-
spectively, the real-valued non-negative inductance, resis-
tance, and capacitance of the circuit, andM is the number
of different branches involved in the circuit.

4. RESULTS

The present section summarizes the calibration results and
the corresponding final input data used as boundary con-
ditions for FDTD and GA models. During the iterative
process of input data adjustment for FDTD calibrations,
changes have been applied to those materials whose αGA

are expected to be mostly affected by uncertainties, while
maintaining the acoustic properties of standard materi-
als [32, 44]. For instance, instead of changing data of sur-
faces related to marble, curtains, and plaster, the boundary
conditions of merged or simplified materials, such as the
theatre boxes or the seats rows, had been changed [21,45].

With reference to the workflow summarized in Fig-
ure 2, FDTD calibration was achieved when simulated
room criteria converged to the measured ones in all the
octave bands of interest (from 125 to 4000 Hz) consid-
ering the just noticeable difference (JNDs) of each room
criteria as tolerance ranges [46]. Calibration outcomes are
provided in Table 1, both for FDTD and GA processes, in
terms of main ISO 3382-1 room criteria at mid frequen-
cies (500 – 1000 Hz). In detail, considering the sound

source at the centre of each stage and the receivers spread
throughout half of the whole audience area, measured and
simulated T30,M, EDTM, C80,M, and TS,M are provided.

Table 1: Summary of GA and FDTD calibrations
against measurements: the sound source is placed at
the centre of each stage and the receivers are spread
throughout half of the audience areas. Measured
and simulated T30,M, EDTM, C80,M, and TS,M room
criteria are averaged over 500 and 1000 Hz octave
bands.

T30,M EDTM C80,M TS,M
(s) (s) (dB) (ms)

a
Meas. 1.57 1.54 0.1 119
GA 1.65 1.53 0.6 109

FDTD 1.56 1.43 0.1 110

b
Meas. 1.59 1.20 3.5 75
GA 1.71 1.27 3.8 74

FDTD 1.60 1.27 3.0 81

c
Meas. 1.39 1.12 3.7 73
GA 1.33 1.21 4.3 69

FDTD 1.38 1.17 3.4 78

d
Meas. 1.41 1.17 3.6 77
GA 1.43 1.20 3.2 78

FDTD 1.44 1.20 3.8 76

Concerning the boundary conditions at the end of the
double calibration process, significant discrepancies were
found for the macro-layers corresponding to theatre boxes
and seat rows [18]. Figure 3 shows the comparison be-
tween FDTD and GA boundary conditions referring to the
two macro-layers assessed: αGA are the energy parame-
ters actually assigned to the surfaces while αγeq have been
re-converted from the acoustic admittances actually used
in the simulation. It is possible to notice that αγeq values
are generally lower than αGA values for those groups of
layers, with more accentuated differences at low frequen-
cies. A percentage difference up to 45 % may be required
from αGA values to obtain αγeq values.

As expected, modeling the acoustic properties of the-
atre boxes still represent a challenging task in room acous-
tic simulations because such articulated system of small
coupled volumes behave as a group of resonators, return-
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Figure 3: Mean differences between FDTD and GA
datasets employed in calibrated models related to the
theatre boxes and the seats. In GA calibrations, αGA
refer to the energy parameters actually assigned to
the surfaces, in FDTD calibrations αγeq values have
been re-converted from the acoustic admittances ac-
tually used in the simulation.

ing sound energy in the main hall delayed in time [20,25].
Similarly, as the surfaces corresponding to the seat rows
are causing edge diffraction, the main theoretical and
computational difference between WB and GA methods
become more prominent, especially at low frequencies. In
fact, the mean difference in percentage is always higher
than 30% in the octave bands centered on 125 Hz and 250
Hz whereas it drops for the upper octave bands. In case of
seats, it becomes negative at 4000 Hz probably due to the
numerical dispersion errors at high frequencies [47].

5. CONCLUSIONS

The main concerns about using WB methods have been
primarily caused by high computational cost and the im-
plementation of frequency-dependent wall impedances.
Such issues, which represented significant obstacles up
to the most recent decades, have been increasingly over-
come in the last years. In this work, current opportunities
in WB large-scale room acoustics applications have been
exploited, with a special focus on the input data assigned
to the boundaries. The FDTD model chosen for this study
was tested in four different large non-trivial halls for wider
frequency ranges compared to the usual wave-based ap-
plications. The FDTD calibration of the 3D virtual mod-
els was developed keeping the parallel standard GA pro-
cedure by way of comparison and the experimental data
as reference point. At the end of the calibration pro-
cesses, the analysis of input datasets used in the two sim-
ulation approaches has been provided in terms of differ-
ences between αGA and the equivalent αγeq derived from
complex-valued admittances actually employed in FDTD
calibrations. The outcomes highlight a significant over-
estimation of αGA compared to αγeq with accentuated
discrepancies at low frequencies, in line with previous
findings. Materials employed for calibrating the coupled-
volume virtual opera houses, including 3D models, exper-
imental results, and boundary conditions are freely avail-
able in online repositories [48, 49].
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