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ABSTRACT

Many multi-source localization and tracking models
based on neural networks use one or several recurrent
layers at their final stages to track the movement of the
sources. Conventional recurrent neural networks (RNNs),
such as the long short-term memories (LSTMs) or the
gated recurrent units (GRUs), take a vector as their input
and use another vector to store their state. However, this
approach results in the information from all the sources
being contained in a single ordered vector, which is not
optimal for permutation-invariant problems such as multi-
source tracking. In this paper, we present a new recurrent
architecture that uses unordered sets to represent both its
input and its state and that is invariant to the permutations
of the input set and equivariant to the permutations of the
state set. Hence, the information of every sound source is
represented in an individual embedding and the new esti-
mates are assigned to the tracked trajectories regardless of
their order.

Keywords: Sound source tracking (SST), permutation-
invariant recurrent neural networks (PI-RNN)

1. INTRODUCTION

In recent years, the state-of-the-art of sound source local-
ization established by classic signal processing techniques
has been surpassed by new systems using deep-learning
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models [1]. These models use different input features and
network architectures, but most of them track the tem-
poral evolution of the signals using convolutional layers
followed by recurrent layers [2–4]. Using these architec-
tures, the latent representations at every hidden layer are
difficult to interpret and we cannot exploit the permuta-
tion invariance of the tracking problem where, if we can-
not apply any criteria to order or classify the sources, any
permutation of the sources should be considered equally
correct.

In [5], we proposed an icosahedral convolutional neu-
ral network (icoCNN) for single source localization where
the output of the last convolutional layer can be interpreted
as the probability distribution of the direction of arrival
(DOA) and we can obtain the estimated DOA as its ex-
pected value. Extending this model to multi-source sce-
narios is straightforward and we just need to increase the
number of channels of the last convolutional layers to the
maximum number of concurrent sources M that the model
should be able to localize. Following this approach, after
computing the expected value of every one of the M prob-
ability distributions generated by the icoCNN, we obtain a
set of M DOAs that should be considered invariant to the
permutations of its elements. In order to incorporate a re-
current neural network (RNN) after the localization model
to increase its temporal perceptive field and improve its
tracking capabilities, we could concatenate every element
of the DOA set into a single vector and use it as the input
of a gated recurrent unit (GRU) [6] or a long short-term
memory (LSTM) layer [7]. However, we should expect
the output of a tracking system to not be affected by the
order of the new estimates at every time frame (i.e., to be
invariant to the permutations of the input set), and a con-
ventional RNN operating over the concatenation of the es-
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timates would need to learn this property during the train-
ing instead of being part of its architecture. In addition,
in a tracking system, we can also expect the association
of a new estimate to the tracked trajectories be done re-
gardless of their order (i.e., be equivariant to the permu-
tations of the state set) but the state vector generated by a
conventional RNN would contain the information of every
tracked trajectory in an unstructured way so we would not
be able to exploit this property either.

In this paper we present a permutation-invariant re-
current neural network (PI-RNN) that takes an unordered
set of embeddings as input (each one with the information
of one of the sources detected by the localization network)
and generates a recursive output, or state, that is also an
unordered set of embeddings with the information of ev-
ery tracked trajectory. As we could expect from a tracking
system, the proposed architecture associates the embed-
dings in the input set to the embeddings of the state set in
a way that is invariant to the permutations of the input set
and equivariant to the permutations of the state set.

To the best of our knowledge, this is the first recurrent
layer that works with sets instead of with vectors. The
closest proposal in the literature is probably the Track-
Former [8], a model for multiple object tracking on video
signals that is based on the DETR transformer [9, 10], a
model for object detection on images. The recursivity
of the TrackFormer model is built around the decoder of
the DETR transformer by using the output obtained for a
video frame as the input for the following frame. Com-
pared with the TrackFormer, the PI-RNN is not a model
but a layer that can be integrated easily into many different
models. In addition, it is based on an architecture, the con-
ventional GRU, that, unlike the transformer, was designed
to be used in recurrent loops.

Thanks to be taking into account the symmetries
of the problem, the proposed PI-RNN, compared with
the conventional RNN, scales better with the number of
tracked sources and the amount of information stored in
each one. Furthermore, we present experiments proving
that they can obtain better tracking results than the con-
ventional GRUs.

2. NETWORK ARCHITECTURE

Conventional RNNs use a h(t) ∈ Rdh vector to store the
tracking state, which is updated at every time frame based
on an input vector x(t) ∈ Rdx using fully connected per-
ceptrons whose computational complexity and number of
trainable parameters grow linearly with dx and quadrati-
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Figure 1. Architecture of the proposed permutation
invariant recurrent layer.

cally with dh. When applied to track up to M sources, the
information of all the sources and tracked trajectories are
stored in these vectors without any structure, so there is a
trade-off between the number of sources M that we can
track, the amount of information that we store about each
one, and the model size and complexity.

In contrast to conventional RNNs, we propose to re-
place the input and state vectors x(t) and h(t) with the
sets of embedding X(t) = {x1(t), x2(t), ..., xMX

(t)} and
H(t) = {h1(t),h2(t), ...,hMH

(t)} where every element
xi(t) ∈ Rdx and hi(t) ∈ Rdh contains information about
a single input detection or tracked trajectory respectively.
For the sake of simplicity, we will keep MX = MH = M
and dx = dh = d during the rest of the paper, however the
proposed architecture can work with MX ̸= MH or even
with dynamic values that change during time, and it can
be easily extended to configurations with dx ̸= dh.

In order to match every new embedding of the input
set with the embeddings of the state set, we can use a
multi-head attention module [11], which is well known
for its use in transformer models and is invariant to the
permutation of the elements of its input sets:

C(t) = MultiHead(H(t− 1),

X(t) ∪H(t− 1),

X(t) ∪H(t− 1))

(1)

MultiHead(Q,K,V) = Concat(head1, ...,headNheads)
(2)

headi = Attention(QWQ
i ,KWK

i ,VWV
i ) (3)
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Figure 2. Architecture of the icoCNN used for eval-
uation. B is the batch size, T is the number of tem-
poral frames of the acoustic scenes, H = 2r = 8 and
W = 2r+1 = 16 are the height and the width of the
projections of the icosahedral grid.

Attention(Qi,Ki,Vi) = soft-max

(
QiK

T
i√

dk

)
Vi, (4)

with the soft-max(·) operating across rows. With this
configuration, the generated set C(t) is invariant to the
permutations of X(t) and equivariant to the permutations
of H(t− 1) as we would expect from a tracking system.

Finally, as shown in Fig. 1, once we have assigned the
input embeddings to their corresponding state embedding,
we can just update every element of the state set according
to this assignation:

hi(t) = [1− zi(t)]⊙ hi(t− 1) + h̃i(t) (5)

zi(t) = σ(ci(t)W
z) (6)

h̃i(t) = tanh(ci(t)W
h), (7)

where ⊙ denotes element-wise vector multiplication and
σ(·), tanh(·) denote sigmoid and hyperbolic tangent func-
tions respectively, applied to each element of their vector
arguments. This gated architecture is based on a simpli-
fied version of the minimal gated recurrent unit [12], but
we could design different architectures based on different
conventional recurrent architectures. As in conventional
RNNs, the number of trainable parameters grows quadrat-
ically with d, but in the case of the PI-GRUs we have M
embeddings of size d containing the information of ev-
ery tracked trajectory. Hence, we can expect our model to
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Figure 3. Architecture of the PI-RNN used after the
icoCNN in the evaluated model.
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Figure 4. Architecture of the conventional RNN
used after the icoCNN in the baseline model.

scale better when we increase the number of sources we
want to track or the amount of information that we want
to be able to represent for each one of them.

3. EVALUATION

3.1 Experiment design

As a preliminary study of the performance of this new ar-
chitecture, we decided to add a PI-RNN after the icoCNN
presented in [5] for single source localization. As shown
in Fig. 2, in order to extend the icoCNN to multi-source
localization, we just increased the number of output chan-
nels from 1 to M . Fig. 3 represents the PI-RNN we
used after the icoCNN: we first used a multi-layer per-
ceptron to project every ACCDOA [13] generated by the
icoCNN into an embedding of size d and then we used
those embeddings as the input set of our PI-RNN. Af-
ter the PI-RNN had associated every new estimate from
the icoCNN to one of the tracked trajectories, we added a
conventional GRU (operating independently over the em-
bedding of every tracked trajectory so it did not break the
permutation invariance of the model) and, finally, we used
a linear layer to project the d-size embedding into a 3D
ACCDOA. The initial state of every embedding of the
state set of the PI-RNN was learned during the training
of the model while, at every time frame, the embeddings
of all the inactive trajectories were reset (i.e., those who
had lead to ACCDOAs with a norm lower than 0.5).

The method was compared to two baselines, a) the
icoCNN without any kind of recurrent layers, and b) the
icoCNN with two conventional GRUs designed to have

2139



10th Convention of the European Acoustics Association
Turin, Italy • 11th – 15th September 2023 • Politecnico di Torino

0.00 0.25 0.50 0.75 1.00 1.25 1.50
T60 [s]

6

7

8

9

10
Mean Angular Error [°]

0.00 0.25 0.50 0.75 1.00 1.25 1.50
T60 [s]

0.02

0.03

0.04

0.05

0.06

0.07

0.08
IDS rate

10−2 10−1 1
2

0.2 0.3 0.4 0.6 0.7
False positive rate

10−1

1
2

0.2

0.3
0.4

0.6
0.7

M
iss

 ra
te

DET curve

icoCNN
icoCNN + RNN
icoCNN + PI-RNN

Figure 5. Evaluation metrics for proposed PI-RNN and the baseline models.
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Figure 6. Example of one of the test acoustic scenes.
The solid line represents the ground truth trajectories
of the sources, the crosses the defections estimated at
the icoCNN (i.e., the input of the PI-RNN), and the
dashed line the trajectories estimated by the whole
model (i.e., the output of the PI-RNN). The color in-
dicates to which of the outputs they correspond, so
the IDS are visible.

a similar number of trainable parameters as the evalu-
ated model (see Fig. 4). In order to avoid identity
switches (IDSs) in the tracked trajectories, we trained
all the models using sliding permutation invariant train-
ing (sPIT) [14]. To facilitate the training of the icoCNN,
we added an auxiliary frame-level permutation invariant
training (fPIT) at its output in the models that included
recurrent layers after it.

We used the same synthetic dataset as in [14], where
acoustic sources randomly appeared and disappeared
along 20-second-length scenes. As source signals, we

used speech utterances from the LibriSpeech corpus and
we simulated them following random trajectories in rooms
with reverberation times from T60 = 0.2 to 1.3 s with the
image source method. The maximum number of concur-
rent active sources in a time frame was 3.

We used M = 10 as the number of ACCDOA outputs
of all our models since we observed that it was beneficial
to use a higher number than the maximum possible num-
ber of active sources in the dataset (i.e., 3) and we used
d = 128 as embedding size for the input and state sets of
the PI-RNN. This is a preliminary study of this new archi-
tecture and further experiments should be conducted for a
better optimization of these hyperparameters.

3.2 Results

As we can see in Fig. 5, the proposed PI-RNN clearly out-
performs the baselines in terms of localization error and
the frequency of the identity switches while, as we can
see in the detection error tradeoff (DET) curve, the trade-
off between false positives and misses remains is for all
the evaluated models. It is worth saying that both the con-
ventional and the permutation-invariant RNNs are receiv-
ing only spatial information about the estimated sources.
By modifying the model to include spectral information
in their input we could expect both models to improve
their performance, with the PI-RNNs scaling better to the
amount of spectral information of each source and there-
fore being able to better exploit it.

As an example, in Fig. 6 we can see one of the test
acoustic scenes. We can see how the output of the icoCNN
had a high number of identity switches even when only
one source was active but the PI-RNN was able to fix these
switches and also reduce the localization error.
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3.3 Attention matrices

We can interpret the attention matrix of the multi-head at-
tention module of the PI-RNN as an assignment matrix
where each row indicates which elements of the input and
state set were employed to compute each element of the
output set.

The attention matrix shown in Fig. 7a corresponds
to the first frame where a source appeared and we can
see how it was detected at the 8th output of the icoCNN
(i.e., the 8th input of the PI-RNN) and the PI-RNN as-
signed it to its 9th output. In the attention matrix of the
next time frame (Fig. 7b) we can see that the 9th output of
the PI-RNN was computed combining the information of
the new estimate at that frame with the corresponding re-
current state. A new source was detected by the icoCNN
at its 4th output in the time frame corresponding to Fig. 7c
and it was assigned to the 10th output of the PI-RNN. Fi-
nally, in Fig. 7d we can see how, after an identity switch at
the output of the icoCNN, the PI-RNN was able to assign
every new estimate to the correct tracked trajectory fixing
the identity switch.

4. CONCLUSIONS

We have presented a new RNN architecture whose input
and state are presented with sets instead of vectors and
that is invariant to the permutation of the elements of the
input and equivariant to the permutations of the elements
of the state set. This new architecture is able to exploit
the permutation symmetries of the tracking problem and
to outperform the conventional RNN in the preliminary
experiments presented in this paper. We expect the dif-
ference between the performance of the PI-RNNs and the
conventional RNNs to become even greater when includ-
ing more information of every source at their input.
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