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ABSTRACT

Room Impulse Response (IR) captures the characteris-
tics of the associated room and is affected by geometry,
boundary materials, and objects within the room. Being
able to generate IR signals for any given position in a room
is a complicated problem. Storing all data points to cover
a space, in order to be able to seamlessly move around,
carries large data storage requirements. In this work we
examine using autoencoders and neural networks as an ef-
ficient way to store data points and interpolate to new lo-
cations. The results is a generation of IRs in near real time
that can be used in many scenarios e.g. moving around in
games and virtual worlds, as well as for giving users the
possibility of walking around in a building and experience
an auralization of the soundscape.

A set of IR signals was created by an acoustic simulation
engine using a source and multiple receivers. The data
set was then used to train an autoencoder to compress IR
signals to a latent space representation which was used
to train a fully connected multi-layer neural network to
generate IR signals for any given position in the room.

The result shows that high fidelity IR signals can be pre-
dicted with significant reduction in storage size using au-
toencoders and neural networks.
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1. INTRODUCTION

Room Impulse Response (IR) can be measured at any
given point in a room for a source location, and it captures
the acoustic characteristics of the room. It is affected by
the geometry of the room, as well as materials on surfaces
and objects in the room. IR signals can be used to opti-
mize microphones, speakers, acoustics of buildings, con-
cert halls, etc. Being able to compute IR signals for any

given position in a room is a computationally demanding
task and storing IR signals for all positions in a room is
very memory consuming so interpolating between loca-
tions with stored IRs to estimate the IRs in between is a
common approach.

There has been much research on using machine
learning to create IR signals. For example, [1] makes
the case for using a neural network to interpolate IR sig-
nals and as an efficient way to store IR signals. Gener-
ating IRs directly from images of rooms have been ex-
plored by e.g. [2] who uses Generative Adversarial Net-
works (GAN) and [3] makes use of Transformers. [4] uses
a GAN to generate IRs in unseen environments and with
changing parameters e.g. reverberation time. Generating
IR using a Variational Autoencoder was explored in [5].

The work in this paper is focused on using Autoen-
coders, introduced by [6], to compress IRs and then using
a neural network to predict, for any given location, the
corresponding IR. The problem is to learn e : Rn → Rp

and d : Rp → Rn such that

argmin
d,e

E[d(x, d(e(x)))].

The informal idea behind an autoencoder network is
to train a network to reproduce the input by reconstructing
it from an internal representation of much lower dimen-
sion. This internal latent space representation can then be
utilized as a way to represent the original signal in a com-
pressed way.

2. THE EXPERIMENTS

In the following chapters we discuss the proposed method,
the data used for the experiments, as well as the machine
learning methods that were used.
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2.1 The Proposed Method

The experiments have been conducted in two phases. Dur-
ing the first phase, an autoencoder was trained on IRs in
order to compress the IRs and then use the encoder and de-
coder to transform to and back from latent space represen-
tation, respectively. In the second phase a neural network
was trained on room positions to predict corresponding
latent space representations (of the autoencoder).

2.2 Synthetic Data Set

For the experiment we used synthetic IR signals created
from an audio simulation tool, the Treble Acoustic Sim-
ulation Suite, for an L-shaped room (see Fig 1) consist-
ing of 1 source and 195 receivers in a 2-D plane. The
simulations were done using the Discontinuous Galerkin
Method (DGM) [7] which has been developed to solve
wave-equation-based problems [8]. The solver we used
is GPU-accelerated and developed to solve the acoustic
wave-equation for various room acoustics scenarios [9]
[10].

We compute an impulse length of 1.2s, with an upper
frequency of 1420 Hz, for an L-shaped room made up of
two 3x7m2 boxes (see Fig. 1). In this work, only the first
0.1s of the IR was used. The data was split into training
and validation sets using an 80/20 split. The first 2 000
data points of each IR signal was used for this initial fea-
sibility study but we aim to extend it to full IRs in future
work.

The experiment was reproduced with the source
moved to another location in the same room with the same
receivers. The result is built on both data sets. The source
positions are (1.5, 0.5, 1.5) and (1.5, 5.5, 1.5) with origin
being upper right corner.

Figure 1. The room used for generation of synthetic
IR signals. The green points shows locations of the
two sources used in the experiments. The red point
is the receiver from Fig 7.

2.3 Autoencoder

An autoencoder was trained on the examples, each con-
sisting of 2 000 data points. The encoder part, transform-
ing the example dimension of 2 000 to a latent space of
128, can be seen in Fig 2 (left) below.

Figure 2. The autoencoder architecture with an en-
coder (left) and a decoder (right)

The decoder part of the autoencoder, responsible for
transforming latent space representation back to an IR sig-
nal, can be seen in Fig 2 (right). The layers of the autoen-
coder use rectified linear activation function, the Nadam
optimizer [11], a learning rate of 0.001, and a batch size
of 64.

2.4 Neural Network for Predicting IRs

An artificial neural network of 7 layers was trained on
X , Y coordinates in the room (Z is fixed) to predict a
latent space representation. It consisted of layers vary-
ing between 2 048 and 256 neurons. It was trained for
5 000 epochs on the same data as the autoencoder but now
transformed into latent space. The predicted representa-
tion was then transformed to the corresponding IR signal
using the decoder part of the autoencoder.

3. RESULTS

The autoencoder was trained using 10-fold cross-
validation for 1 000 epochs and the performance on each
validation set can be seen in Fig 4 below. The training re-
sulted in a Mean Squared Error (MSE) of the validation
set of 1.4e − 05. The dimension of IR signals has been
reduced by 93.6% by using the latent space as a represen-
tation.
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Figure 3. Neural Network Architecture

Both the autoencoder and the fully-connected feed-
forward neural network was constructed using Tensorflow
[12] and Keras [13].

Figure 4. MSE of the 10 different validation datasets
in the 10-fold cross-validation during training of the
autoencoder (left) and the median value of the 10
folds (right).

An example of how an unseen IR signal which has
been passed through the autoencoder looks like compared
to the original IR signal can be seen in Fig 5. The graph
shows the matching of the target and the reconstructed IR
signals. The red dashed line shows the reconstructed IR
signal and the blue line shows the target high fidelity IR
signal.

The fully connected forward feed neural network re-
sponsible for predicting latent space representations of
IR signals using room coordinates was trained for 5 000
epochs with a resulting MSE of 1.09e − 4 for the valida-
tion set. The training and the performance on the training
and evaluation set can be seen in Fig 6 where MSE is dis-

Figure 5. Matching of IRs. The red dashed line is
the reconstructed IR, the blue is the target IR

played on a log scale.

Figure 6. MSE of the training (red line) and vali-
dation (blue dotted line) of the feed-forward neural
network

The IR signal of an unseen receiver was generated by
feeding it’s coordinates to the neural network. The loca-
tion of the receiver can be seen in Fig 1. The decoder part
of the autoencoder was then used to return the correspond-
ing IR signal, Fig 7. The graph shows both the target and
the predicted IR signals. The blue line is the predicted IR
signal and the red dashed line is the target IR signal.

Autoencoder Neural Network
MSE 1.4e− 05 1.09e− 04

Table 1. MSE

4. CONCLUSION

The proposed method of using autoencoders to compress
IR signals and use neural network to interpolate IR signals
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Figure 7. Matching of IRs. The red dashed line is
the generated IR, the blue is the target IR.

in rooms trained using synthetic data was shown to be an
promising way to interpolate and generate new IR signals
both for already seen and previously unseen locations in
the rooms.
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