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ABSTRACT

Plane Wave Imaging (PWI) with ultrasonic arrays, ini-
tially developed for fast medical imaging, is nowa-
days being applied in Ultrasonic Testing (UT) for Non-
Destructive Testing (NDT). In NDT, the Total Focusing
Method (TFM) is regarded as the gold standard for im-
age quality. However, TFM requires multiple transmis-
sion events (one for each array element), which can be
slow for applications demanding very fast image acquisi-
tion. Since PWI can generate images of comparable qual-
ity with fewer transmissions, it presents a promising solu-
tion for such high-speed applications. This study demon-
strates how volumetric PWI can be achieved using matrix
arrays for testing arbitrarily shaped components, where a
coupling medium is required and ultrasound waves are re-
fracted on the component surface. This introduces com-
plexity in calculating the time delays required to gener-
ate a plane wave within the component, a process that is
straightforward in a single propagation medium scenario.
Additionally, since the computation of those delays re-
quires knowledge of the surface shape, we also explore
how plane waves can be utilized for fast estimation of the
surface shape.

Keywords: non-destructive testing, plane wave imaging,
adaptive imaging, matrix arrays

*Corresponding author: g.cosarinsky@csic.es.
Copyright: ©2025 First author et al. This is an open-access
article distributed under the terms of the Creative Commons At-
tribution 3.0 Unported License, which permits unrestricted use,
distribution, and reproduction in any medium, provided the orig-
inal author and source are credited.

2973

1. INTRODUCTION

Non-Destructive Testing (NDT) plays a crucial role in en-
suring the safety and integrity of critical infrastructure. In
recent years, Plane Wave Imaging (PWI) has emerged as
a promising technique for ultrasonic testing, offering sig-
nificant advantages over traditional methods in terms of
speed and image quality. Originally developed for med-
ical imaging applications [1], PWI has found increasing
relevance in industrial NDT scenarios, where rapid in-
spection and high-resolution imaging are fundamental [2].

In the field of NDT, the Total Focusing Method (TFM)
has long been considered the gold standard for image
quality [3]. However, TFM’s requirement for multiple
transmission events—one for each array element—can be
a limiting factor in applications that demand very fast im-
age acquisition. This limitation becomes significant when
image reconstruction is performed by software and RF
signals must be transferred to a computer, creating a bot-
tleneck. Plane Wave Imaging (PWI) addresses this issue
by reducing the amount of data that needs to be transferred
and processed, generating images of comparable quality
to TFM.

The application of PWI in industrial settings, partic-
ularly for testing components with complex geometries,
presents unique challenges. Unlike medical applications
where ultrasound typically propagates through a single
medium, industrial NDT often involves coupling media
and refraction at component surfaces. This introduces
complexity in calculating the time delays required to gen-
erate a plane wave within the inspected component, a pro-
cess that is relatively straightforward in single-medium
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scenarios.

These challenges were addressed for the case of linear
arrays and 2D imaging by various works [4-6]. In the con-
text of railway inspection, Chang et al. [7] demonstrated
a wavenumber-domain PWI technique capable of real-
time dynamic imaging in vibrating environments, achiev-
ing frame rates of up to 83.3 fps. These developments
highlight the potential of PWI to revolutionize NDT prac-
tices in the railway industry and beyond.

This study aims to further advance the application
PWI using matrix arrays to perform 3D imaging of ar-
bitrarily shaped components. We present a method for
computing delay laws in 3D, which introduces additional
challenges compared to the 2D case. Furthermore, we ex-
plore the use of plane waves for the rapid estimation of
surface shape, a crucial step in accurately calculating time
delays for wave generation within the component. The
proposed methods are demonstrated through an example
involving the testing of a cylindrical test piece using a 3
MHz 11x11 array.

2. METHODS

In this section we derive the emission focal laws to gener-
ate a three-dimensional plane wave across any given sur-
face using a two-dimensional array. The approach begins
by identifying a central ray originating from the array’s
center and refracting it in the desired plane wave direc-
tion, determined via Snell’s law. For the remaining array
elements, Fermat’s principle is employed to compute rays
that converge to a far-field focus positioned along the pre-
viously calculated central ray. A step-by-step derivation
is provided below.

Figure 1 illustrates the geometry involved. A plane
wave can be defined by a unit direction vector k. For each
array element E a ray must be found that refracts in the
plane wave direction. To this end, the corresponding entry
point G must be found (Figure 1.a). Snell’s law states
that the incident ray, the surface normal 7 at G, and the
refracted ray are contained in a plane called the incidence
plane. The directions of the incident and refracted rays are
given by the unit vectors v; and vy respectively (Figure
1.b). According to Snell’s law:

ey

where 6, is the incidence angle, 0, the refraction an-
gle, and ¢y, c; the wave propagation velocities of the two
media.

Co sin(&l) =C sin(Gg)
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Figure 1. Geometry involved in the generation of
a 3D plane wave through refraction. (a) Test piece
surface, incidence plane and wavefront. (b) Vectors
for Snell’s law calculations

Given an element E and an entry point G, the incident

unit vector is v; = Hg_gH We need to compute 05 as

a function of G, and solve the equation 03 = k. From
Figure 1.b we can see that:

Dy = sin(f)m — cos(62)7

2

where m is a tangent vector contained in the incidence
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plane, which is given by:

3

The incidence angle cosine is given by the dot prod-
uct:

m=1v; — 01N

cos(fy) = —b1 - 4)
Using equations (1) and (4) we get:
. C2 A a2
sin(fy) = —1/1— (01 - A) 5)
C1

Equations (2) and (5) along with the relation

cos(fz) = 1/1 —sin?(hy) gives us ¥y as a function of
vy and n:
. & PN « PN
0220—2 1— (01 -7) (6 — 0y - ) —
1

C2

I

C1

As was said before, to find the entry point coordinates
(z,y,z) we should solve ¥y = k, which is a system of
three non-linear equations. However, the z coordinate is a
dependent variable. We suppose the surface is represented
by a function z = f(z,y). Additionally, vectors 05 and
k have unit norm and thus one of its three coordinates is
dependent on the other two. Therefore, we have a system
of two equations with the two unknowns (z, y). Equation
(6) does not show explicitly the dependence on (z,y). In
order to make it explicit we should express the coordinates
of ¥; and 7 in terms of (z,y) as:

2
1—(@1-ﬁ)2> n (6)

by = (x_Emy_Eyvf(xay)_Ez)
\/(J’J - Em)Z + (y - Ey)2 + (f(l’,y) - Ez)2(7)
af af
(_77_771)
h= 2L O ®)
of af
1+% Jrafy

where (E,, E,, E,) are the array element coordi-
nates. Replacing (7) and (8) in (6) to solve U5 = k re-
sults in a complex and cumbersome system of equations
with no analytical solution. As in the 2D case, numerical
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methods are needed to solve it. Newton-Raphson method
might be used, but it required the calculation expression
(6) partial derivatives which gives lengthy and impractical
formulae. Thus, we implemented a brute force grid search
approach, which is inefficient but easy to implement. We
will call this method of computing the entry point Brute
Force Snell (BFS). If it has to be applied to all the ar-
ray elements, the overall computation time would be very
high.

An alternative method for the computations of the en-
try points can be derived by following this idea: a plane
wave emission is equivalent to an emission focused to a
point in infinity. This is illustrated in Figure 2.a, where
a bunch of rays from array elements is refracted and fo-
cused to a point F'r,, very distant to the array and surface.
Figure 2.b shows the bunch of rays is close to a bunch of
parallel rays. Rays from the array elements to F'y,, can
be computed using Fermat’s principle. But first we need
to find the appropriate I, for a given plane wave direc-
tion k. As show in Figure 2.b, the far away focus must
be located on the ray coming from the array center Op,
that is refracted at the point Gp. Thus Gp Flyor = sk with
s >> W, where W is the aperture size (s = 100 x W for
example). Entry point G p must be computed by Snell’s
law. In our case that was done using BFS, which is a slow
algorithm but its only applied once per plane wave.

The emission time delay A¢(E) for an array element
E is finally computed as:

At(E) = t(E, Ffar) - t(OPv Ffar) &)

where t(E, A) is the TOF from E to a point A.
With these delays a plane wave is created such that it
goes through the array center at time ¢ = 0. The TOF
tpw (k, ™) of the plane wave to a point A is finally com-
puted as:

11™* Convention of the European Acoustics Association
Milaga, Spain * 23" — 26" June 2025 *

~ 1 .
tpw(k,A) = tfm, + —FrorA - k (10)
C2
tfar = t(OP, Ffar) (11)

SE“R??L’S;Q?‘Z”



FORUM ACUSTICUM

-]

k

paralell rays

F far

far away focus

Figure 2. Geometry involved in the generation of
a 3D plane wave through refraction. (a) Test piece
surface, incidence plane and wavefront. (b) Vectors
for Snell’s law calculations

2976

EURONOISE

To compute the total TOF, we must calculate the ray
path from the point 7 to each array element. This process
typically requires an iterative calculation using Fermat’s
principle, which is computationally intensive. To optimize
this procedure, we employ the 3D Virtual Array method,
which we developed in our previous work [8].

As previously mentioned, TOF computations require
a surface representation in the form z = f(x,y). This
representation can be obtained using ultrasound echoes
reflected from the component’s surface. In our previous
work [9], we proposed several methods to achieve this for
basic geometries, such as cylinders, planes and spheres.

One approach involves using a single plane wave di-
rected along the array normal. This method has the ad-
vantage of requiring only a single firing, making it very
fast. However, this method may fail if the probe’s normal
is at a significant angle to the surface, so it is best used in
scenarios where such angular deviations are avoided.

For more complex or general geometries, alternative
methods should be employed. Techniques such as those
described in [10, 11] are promising candidates but would
need to be extended to three-dimensional cases, as demon-
strated in [12].

3. EXPERIMENTAL VALIDATION

In this section, we present an experimental example using
a cylindrical aluminum test component with a 10 mm ra-
dius, featuring two Flat Bottom Holes (FBHs) in its mid-
plane. The probe used was a 3 MHz, 11x11 matrix array
with a 1 mm pitch. Data acquisition was performed us-
ing the SITAU II 128 full-parallel ultrasound system by
DASEL S.L. (Spain).

TFM and PWI techniques were applied to generate
images within a volume of 88x80x80 voxels. PWI was
performed using nine plane waves, with an additional
wave dedicated to surface detection. Lateral views of the
resulting volumetric images are shown in Figure 3. It is
observed in Figures 3 a and b that both methods produce
similar results, where the 2 FBHs (H1 and H2 in Figure
3.a) are clearly imaged. A detailed comparison is pre-
sented in Figure 3.c, which displays the lateral amplitude
profiles of H1 and H2, revealing that the contrast of H1 is
slightly better in TFM. However, the acquisition efficiency
difference between TFM and PWI is significant. TFM re-
quires 121 individual firings, corresponding to each el-
ement in the 11x11 matrix array. In contrast, PWI in
this experiment utilizes only 9 plane wave firings. Con-
sequently, the RF signals collected for TFM contain ap-
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proximately 14 times more data than those acquired for
PWI. This substantial reduction in data volume for PWI
highlights its potential for faster acquisition and process-
ing times, which can be crucial in real-time imaging ap-
plications.

The main drawback of PWI is the requirement for an
additional acquisition step to detect and reconstruct the
surface, as well as the need to compute the emission focal
laws—tasks that are unnecessary in the Full Matrix Cap-
ture (FMC) mode used for TFM, as they don’t depend on
the surface shape. However, in some cases, surface detec-
tion can be accomplished with just a single firing, and the
computation of the delays, using the method described in
Section 2, is highly efficient. In the example presented,
this computation takes approximately 1 millisecond.

Regarding the software beamforming execution time,
our current GPU implementation using an Nvidia GeForce
RTX 3090 card demonstrates significant performance im-
provements for PWI compared to TFM: 68 ms for TFM
and 15 ms for PWI. This represents more than a 4-fold
speed increase for PWI over TFEM in terms of image re-
construction. However, the most substantial advantage
lies in the reduced data transfer time associated with PWI,
coarsely 14 times less data in PWI than in TFM.

llth
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Figure 3. TFM and PWI images (lateral view).
The cylinder axis is coincident with the X-axis. (a)
TFM image; FBHs are represented by dashed lines
in the schematic overlay (b) PWI image with 9 plane
waves, (c) Amplitude profiles of the FBHs for the
two imaging methods.
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4. CONCLUSIONS

This study has demonstrated the feasibility and advan-
tages of using 3D PWI with matrix arrays for non-
destructive testing of components with arbitrarily shaped
surfaces. By addressing the challenges associated with
wave refraction at interfaces, we have presented a method
for computing the delay laws required for the generation
of plane waves within the inspected component. The use
of a surface representation derived from ultrasound echoes
makes the proposed method adaptive.

Experimental validation using a cylindrical test com-
ponent with flat-bottom holes confirmed the effectiveness
of the 3D PWI technique. The results demonstrate that
PWI can achieve comparable image quality to the Total
Focusing Method (TFM) while significantly reducing the
number of transmission events.

Future work will focus on refining the surface detec-
tion and reconstruction algorithms and conducting com-
prehensive comparisons with TFM across a wider range
of component geometries and defect types. Ultimately,
the advancements in 3D PWI presented in this study
contribute to the ongoing evolution of NDT techniques,
paving the way for more efficient and reliable inspection
of critical infrastructure components.
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