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ABSTRACT
Noise management has become a major public health is-
sue over several decades. To initiate protective mea-
sures against noise overexposure, it is essential to accu-
rately evaluate annoyance. This involves detecting sound
sources, their emission durations and associated sound
levels. Among commonly encountered sources, road traf-
fic is a prominent contributor to noise pollution, accord-
ing to health organisation reports. This paper presents
an automatic roadway noise detection system. The pro-
posed method combines event detection and classification
through a multi-layer approach. Sound event detection is
ensured by distinct units. First, a sliding window enables
signal preclassification by identifying specific patterns on
its mel-spectrogram. Simultaneously, sound level features
are used to detect prominent periods, often marking off
sound events. Both units combined and sharpened pro-
vide detection of the most relevant sound events over the
acoustic signal. Precise classification is issued by an addi-
tional AI model, dedicated to recognising roadway noise
among various vehicle types. Our system operates in di-
verse soundscapes while maintaining a high level of road-
way noise detection accuracy. It permits an automatic esti-
mation of roadway noise contribution, which corresponds
to equivalent sound level when roadway noise prevails.
This estimation closely aligns with manual assessments
from experts, validating the proposed system relevance.
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1. INTRODUCTION

Over the past decades, noise from transportation has
emerged as a significant public health issue. Several
World Health Organization reports point at induced health
issues [1]. The European Union indicates that ”approxi-
mately 1 in 5 people [...] are exposed to unhealthy lev-
els of road traffic noise” among European citizens [2]. In
such context, it is essential to provide adequate solutions
to reduce noise overexposure. This involves first, a pre-
cise diagnosis of the impacted areas, by estimating road-
way noise contribution. Roadway noise contribution cor-
responds to the equivalent sound level during periods of
roadway noise prevalence over other sound sources. It is
often evaluated thanks to a manual detection of roadway
noise over acoustic signals. However, this is a tedious
and time-consuming task. With the advent of Machine
Learning and automatic Sound Event Detection models,
a new perspective appears to automate this process. In
that context, an automatic approach is proposed in this
paper, through a three-staged method designed to han-
dle long-term acoustic signals and separate roadway from
non-roadway noise periods. Its detailed functioning is
presented (Section 2) before discussing its performances
in several contexts (Section 3) and concluding on various
development perspectives.

2. METHODOLOGY

The presented process addresses the issue of automatic
roadway noise contribution estimation, which requires the
identification of roadway noise prevalence periods over
other sound sources. The proposed method relies on suc-
cessive units, presented in Fig. 1. YAMNet sound ensem-
ble preclassification and Final classification operate at
different levels to classify sounds. They are enhanced by
two processing units, refining event detection and bound-
ary definition thanks to the evolution of sound level.
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Figure 1. Description of the proposed automatic
roadway noise detection method.

The first stage involves a coarse detection process,
which utilizes two parallel analyses: one classification
over the raw audio signal and another event detection sys-
tem relying on sound level evolution. In the second stage,
the Event boundaries correction algorithm processes the
detected ”Notable periods” from both units. This step pro-
vides a clear delimitation of each detected event, defining
accurate start and end points, and identifying the mono-
phonic or polyphonic nature of the event. In the last stage,
a classifier processes each refined event to accurately clas-
sify the prominent sound source, determining whether it
corresponds to roadway noise or not. These stages are
now discussed in three dedicated subsections (2.1 to 2.3).

2.1 Long-term signal preclassification
This subsection details the two upper units of Fig. 1. The
outcome of the open source environmental acoustic clas-
sifier YAMNet is exploited (section 2.1.1). In parallel, an-
other algorithm uses A-weighted equivalent sound level
(LAeq) evolution to detect singular events (section 2.1.2).
2.1.1 YAMNet sound ensemble preclassification
After the recording of a long-term acoustic signal, a broad
preclassification stage helps understanding the various el-
ements that form the complete soundscape. This analysis
is carried out with a sliding window (0.96 s, 50%-overlap)
over the full audio signal, to get an objective first view of
the prevalent sources. Open-source environmental acous-
tic classifier YAMNet [3], developed by Google in 2020,
was trained on more than 2 millions of audio segments,
split into 521 labels [4]. As a CNN replicating MobileNet
v1 architecture, it relies on mel-spectrogram representa-
tion of the audio signal [3]. Thus, characteristic spectral
patterns are identified over the signal and associated with

sound sources. However, data imbalance and label im-
precision make the classifier unreliable in complex sound-
scapes. It is better to interpret its prediction as a hint on the
involved sounds. Thus, several sound ensembles are de-
fined: Vehicles, Animals, Music or Speech, Alarms, Loud
construction sounds and Background noise. Each initial
YAMNet class is associated with one of our sound ensem-
bles. We look into the predicted sound ensembles instead
of the YAMNet class, to prevent most misclassifications.
This helps defining notable periods over the signal, where
detected sounds clearly differ from background noise.

2.1.2 LAeq-based event detection

To complement sound ensemble preclassification, the
equivalent sound level (LAeq, Eq. (1)) evolution is used
to detect notable periods on the long-term signal. In this
context, ”notable periods” refer to energetic parts of the
signal, having the most impact on the perceived nuisances.

LAeq,T = 10 log10

[
1

T

∫ T

0

p2A(t)

p2ref
dt

]
(1)

Two different properties or patterns are sought in the
LAeq signal to detect these notable periods. Medium or
long-term LAeq leaps signify the appearance of a loud
sound source. Also, a high LAeq degree of variance is
often inconsistent with roadway noise, and rather caused
by speech, construction or animal sounds.

Two criteria are introduced to detect these two phe-
nomena. For detecting medium and long-term LAeq
leaps, we compare short-term LAeq,T=2 min to long-term
LAeq,T=3 hrs (Eq. (1)) along the signal. Each time short-
term exceeds long-term levels, a notable period is defined.
On the other hand, detection of periods with a high de-
gree of variance is performed with a threshold on LAeq,1s
standard deviation over a 20s-long sliding window.

2.2 Event boundaries correction
The stage role is to gather information from the initial pre-
classification and event detection stages (Notable periods
in Fig. 1). Outcomes of both units are subject to sound
emergence and duration criteria before they get merged.
Thus, each event is defined with its starting time, end-
ing time and one or several prevalent sound ensemble(s).
These information are transmitted to the final classifier,
aimed at improving the sound sources classifications.

2.3 Final classification
At this stage, a complete overview of the major sounds
that prevail over the long-term acoustic recording is avail-
able. Nonetheless, numerous use cases require more pre-
cision than the defined sound ensembles (section 2.1.1).
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For example, the Vehicles ensemble may refer to roadway
noise as well as aircraft or railway noise. Therefore, we
choose to use another classifier to bring in-depth sound
source prediction. With such expectations, close attention
should be paid to the chosen dataset and classifier model.

2.3.1 Training dataset
In order to build a performing supervised classifier, an
appropriate training dataset is essential. It should cover
most environmental sounds with few classes, while keep-
ing consistency in defined classes. Our dataset architec-
ture is inspired from other major environmental sounds
datasets (AudioSet [4] and ESC-50 [5]). 13 classes are
used, split into 4 categories, as depicted in Tab. 1.

Table 1. Categorisation of the classifier training dataset.
Roadway

sounds
Human sounds,
Animal & Music

Other vehicles
sounds

Natural
sounds

Dense road
traffic noise Human Voice Airplanes &

Helicopters Wind

Cars Music & Alarms Railway Rain

Motorcycles Animals (Birds) Construction
machines

Trucks &
Buses Animals (Insects)

Internally collected signals, completed with few sam-
ples from ESC-50 [5] and Urbansound8k [6] make up for
a total of 3500 files and around 10h of labelled data.

2.3.2 Classifier model
Regarding the classification model, the goal is to maxi-
mize the separation between roadway-related sounds and
non-roadway noise. To build it, we drew inspiration from
Contrastive Language-Audio Pretraining (CLAP) model,
recently proposed in [7]. This model has already shown
its effectiveness to encode audio waveforms and text sig-
nals. The same audio encoder architecture is trained on
our data and used as input to a two-layer deep neural net-
work. These last layers provide a 1D-classification vector
corresponding to our dataset classes (Tab. 1).

3. DATASET AND RESULTS
3.1 Step-by-step application on a custom example
To ease the evaluation, a synthetic audio signal is built in
mixing sound events from various sites over 30 minutes.
Added sound events include train pass-bys, construction
sounds, music, alarms, birds, insects and human voice,
from 3 dB(A) to 30 dB(A) above residual sound level.
LAeq evolution, reference labels and mel-spectrogram of
this signal are shown in the three upper subplots of Fig. 2.

The detection part (2 preclassification stages and
event boundaries correction) is first evaluated on its own.
A 99 % recall and a 73 % precision are reached when com-
paring frames from reference and automatically detected
events. This means that almost the entirety of reference
events have been detected with proper boundaries. Mean-
while, some frames belonging to background noise were
detected as sound events, explaining the 73 % precision.

Once the events are properly detected, the final classi-
fication unit is called. For each event, it predicts whether
it belongs to roadway noise or not. This prediction is de-
picted in the last subplot of Fig. 2. To evaluate it, Aver-
age Precision (AP) [4] is computed regarding the Road-
way sounds category. On this short example, a 0.92 AP
is obtained. It shows that the detector recognizes various
environmental sources emerging from background road-
way noise. However, this small synthetic test sample is
not large enough to conclude on the system performances.

3.2 Application on a large dataset
To carry on with the evaluation, real acoustic signals from
3 different locations were recorded and strongly labelled.
Along each 24-hour long signal, roadway noise is man-
ually detected and established as a reference. It permits
the estimation of roadway noise contribution : equiva-
lent sound level over all roadway noise-labelled periods.
For each site, roadway noise contribution (denoted here as
Lroad,ref) is given in Tab. 2. It can be compared to Lglob,ref,
equivalent sound level over the whole signal. The closer
both indicators are, the more prevalent roadway noise is.

Table 2. Soundscapes and noise contribution of the 3
evaluation dataset sites.

Site Major non-roadway

source

L road,ref L glob, ref

1 Construction
machines

53.3 dB(A) 55.9 dB(A)

2 Birds 51.3 dB(A) 51.8 dB(A)
3 Railway 45.8 dB(A) 56.0 dB(A)

Chosen sites cover various use cases: prevalent road-
way noise in sites 1 & 2, with disturbance from construc-
tion machines or birds. On site 3, railway noise prevails
and road traffic is the secondary noise disturbance source.

Audio recordings from each site are supplied to our
automatic detector, whose outcome is used to compute
AP (Tab. 3). Also, automatic roadway noise contribu-
tion estimation (Lroad,auto) is compared to the manual one
(Lroad,ref). This second comparison focuses on noisier pe-
riods, that matter most for noise contribution estimations.
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Figure 2. LAeq,1s evolution, manually detected events, mel-spectrogram and predicted events for a 30-minute signal.

Table 3. Average Precision (AP) of the automated road-
way noise detection and comparison between automated
and manual roadway noise contributions.

Site AP |Lroad,auto − Lroad,ref|

1 0.88 0.1 dB(A)
2 0.91 0.1 dB(A)
3 0.96 0.7 dB(A)

On each site, AP stands above 0.88 and even reaches
0.96 for Site 3. Regarding automatic roadway noise con-
tribution estimations, it also stands within a 0.7 dB(A)
margin compared to the one obtained with manual la-
belling. Therefore, in three various contexts, our auto-
matic achieves a high roadway noise detection rate, espe-
cially for noisier periods, allowing an accurate roadway
noise contribution estimation.

4. CONCLUSION
In this paper, an automatic roadway noise detection
method is proposed. With two classifiers enhanced by
sound level analysis units, a robust sound event detection
method is provided for road-impacted soundscapes. On
3 long-term signals from various recording sites, a min-
imum 0.88 Average Precision is reached. Above all, the
proposed method aims at automating roadway noise con-
tribution estimations. To this matter, it achieves satisfac-
tory results on each site, with predictions standing within
a 0.7 dB(A) margin compared to manual estimation. Fu-
ture work on dataset or final model may improve accuracy.
Still, this method already efficiently handles the automatic
roadway noise detection tasks in various contexts.
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