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ABSTRACT

Compressed air systems are critical yet energy-intensive
in industrial operations, making operational reliability es-
sential for efficiency and safety. This study presents a
novel approach using acoustic monitoring and machine
learning to detect and classify operational regime-related
faults in air compressor stations. Signal-processing and
psychoacoustic features extracted from audio recordings
enabled distinct regime identification through dimen-
sionality reduction (autoencoders) and clustering (Gaus-
sian Mixture Models). Regime duration analysis facili-
tated anomaly detection linked to operational inefficien-
cies. The proposed method effectively distinguished nor-
mal from abnormal patterns, highlighting regimes tied to
compressed air consumption variability and equipment
cycling, offering valuable improvements for predictive
maintenance and reliability.
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1. INTRODUCTION
1.1 Compressed Air Systems in Industry

Compressed air is a versatile energy carrier widely used in
various industrial sectors due to its applicability in numer-
ous operational processes [1,2]. However, compressed air
systems represent significant energy consumers within in-
dustrial facilities. According to [3], air compressors ac-
count for approximately 10% of industrial electricity con-
sumption in the European Union and the USA, and up to
9.4% in China. According to [4], use of compressed air
should be limited to scenarios involving safety improve-
ments, substantial productivity improvements, or consid-
erable labor reductions.
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1.2 Economic and Operational Challenges

The operating costs of compressed air systems are pre-
dominantly due to their electricity consumption, which
frequently exceeds the initial investment cost of the equip-
ment [3, 4]. Furthermore, air compressor systems are
prone to frequent faults and anomalies, making them ex-
pensive and inefficient, especially as the equipment ages
[5]. Older compressors are notably susceptible to faults
arising from wear and aging, highlighting the necessity
for robust fault detection and diagnostic approaches [6].
In industries such as manufacturing, where machinery op-
erates under extreme conditions and at high speeds, unde-
tected faults can significantly disrupt production and com-
promise employee safety [7].

1.3 Fault Detection and Maintenance Strategies

Traditional preventive maintenance strategies, which rely
on scheduled intervals, often result in premature compo-
nent replacement, incurring unnecessary expenses [8].

Condition-Based Maintenance (CBM) addresses this
inefficiency by monitoring the actual condition of the
equipment to determine precise maintenance actions be-
fore failures occur. CBM involves tracking parameters
such as vibration, acoustics, temperature, and pressure to
detect early fault indicators [9].

1.4 Advantages of Acoustic Monitoring

Among various monitoring methods, acoustic sensors of-
fer distinct advantages, including their non-contact nature,
non-destructive implementation, and ease of integration
into existing systems due to their compact size. The rela-
tively low installation cost of microphones has encouraged
widespread adoption for acoustic data collection in indus-
trial environments. Despite these benefits, distinguishing
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fault-related acoustic signals from background noise re-
mains a challenge due to noisy industrial conditions [10].
Machine learning (ML) has emerged as an effective tool
to address this challenge, enabling efficient analysis and
interpretation of acoustic data.

1.5 Operational Regime Classification

While conventional fault detection techniques primarily
address abnormalities linked to fluctuating loads and envi-
ronmental factors [10], much less attention has been paid
to systematically classifying operational regimes. Yet in-
dustrial performance depends not only on mechanical re-
liability, but also on precise scheduling and evaluation of
task durations. By comparing expected task timelines
with actual operational performance, discrepancies be-
come evident, revealing potential workflow anomalies or
inefficiencies. This paper tackles that gap by emphasizing
the necessity of classifying operational regimes, particu-
larly those underscored by deviations between standard
task durations and real-world operational times.

2. MATERIALS AND METHODS
2.1 Data Acquisition and Preprocessing

An operating compressor station, responsible for supply-
ing compressed air to the Faculty of Mechanical Engineer-
ing in Ljubljana, was monitored using a microphone. The
sound was recorded in WAV format over several days,
including both weekdays and weekends. To accurately
capture continuous operating conditions, a custom Python
script segmented the audio into 2-second intervals with a
50% overlap.

2.2 Feature Extraction

For each sound segment the folowing signal-processing
features were computed: Root Mean Square (RMS), Zero
Crossing Rate (ZCR), Crest Factor, Short-Time Energy
(STE), Variance, Skewness, Kurtosis and Arc length of
the signal and its derivative, effectively capturing dynamic
variations in the acoustic signals.

In addition to signal-processing features, the follow-
ing psychoacoustic features were also computed on the
sound signal: Sharpness, roughness, tonality, loudness,
fluctuation strength, as they have been shown to be effec-
tive in machine fault detection [11].

2.3 Data filtering

To ensure data quality for the unsupervised clustering of
operating regimes, outlier detection was performed using
Isolation Forest on the aggregated feature set. Detected
outliers, representing atypical data, were removed, pre-
serving only normal operational data for subsequent anal-
ysis.

2.4 Dimensionality Reduction with Autoencoder

A deep autoencoder neural network was used for feature
set dimensionality reduction [12]. The autoencoder archi-
tecture consisted of 4 dense layers with progressively re-
duced dimensions leading to a latent space dimension of 3
neurons. The model was trained with mean squared error
(MSE) loss, using early stopping to avoid overfitting.

2.5 Operational Regime Classification

Latent features obtained from the autoencoder were clus-
tered using a Gaussian Mixture Model (GMM). This unsu-
pervised clustering approach grouped similar compressor
operating states based on their latent representations, ef-
fectively classifying distinct operating regimes. Model se-
lection criteria (AIC and BIC) were used to determine the
optimal number of clusters. An illustration of the GMM
clustering is provided in Figure 1 below, clustering latent
features into 6 classes.
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Figure 1. 6 clusters of operating regimes, based on
GMM clustering.
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2.6 Sequential Data Classification

The autoencoder and GMM were trained on randomly
shuffled data to reduce overfitting and improve overall
generality. In the second step, the same dataset was clas-
sified into identified operational regimes using the trained
models. Whenever multiple consecutive sound recordings
were assigned the same class, the event duration increased
accordingly. However, to accurately evaluate the class or
event duration, it is essential to process the recordings in
their original sequence. This approach yields a feature
that closely reflects the true duration of each event, and
any deviation from this duration is flagged as an anomaly
in the working regime.

3. RESULTS

This study examined a dataset of compressor station
sound recordings spanning various operating regimes.
Signal-processing features and psychoacoustic features,
which capture human auditory perceptions and have been
effective in machinery fault detection were derived from
the sound recordings. The latent representation of the fea-
tures was acquired using an autoencoder neural network
and clustered using the Gaussian Mixture Model where
the number of regime classes was selected using the AIC
and BIC criteria.

Out of the six identified operating regimes, not all
event durations are repeatable. As shown in Figure 2, the
blue classes represent normal weekend operation and its
typical duration range. Weekends serve as the baseline for
“normal behavior” because of minimal compressed air us-
age. Through auditory inspection, Class 1—with its wider
spread—was identified as the “working regime,” as its du-
ration varies with compressed air consumption. In con-
trast, Classes 0, 2, 3, 4, and 5 remain similar across week-
end (normal) and weekday (test) datasets, suggesting they
correspond to more repeatable operations (e.g., turning
compressors on/off or switching between them). Their du-
rations should therefore remain relatively constant, given
that these transient events (start-up, shutdown, etc.) are
not driven by air consumption. Consequently, any devi-
ation from expected durations in these transient regimes
may indicate abnormal behavior and signal changes in
compressor station operation.

Meanwhile, the purple set of regimes was recorded
when a series of tests were conducted following compres-
sor station maintenance. These regimes, labeled “over-
loading” and “rest,” demonstrated notably different du-
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rations, underscoring that the anomaly detection method
successfully captured these unusual events.
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Figure 2. Event duration distribution of train (blue)
and test (red) dataset.

The criteria for marking an event as an anomaly re-
quired its duration to fall below the 0.01 percentile or ex-
ceed the 0.99 percentile of the test dataset’s event dura-
tions. This approach proved most effective, as it flags
events that are significantly shorter or longer than ex-
pected.

Figure 3 highlights these anomalous events using
golden rectangles with thin red outlines. Several anoma-
lies occurred in Class 1, which corresponds to compres-
sor operation tied directly to compressed air consump-
tion, and is therefore naturally more variable. Addi-
tional anomalies appeared in Class 2, typically represent-
ing regimes expected to have consistent durations. No-
tably, anomalies in Class 1 diminished over time as the
operational durations became shorter and returned to ex-
pected ranges.

As expected, Figure 4 illustrates that all events from
the unusual “overloading” testing regime following com-
pressor maintenance were marked as anomalies. This con-
firms the method’s sensitivity and effectiveness in accu-
rately detecting operational deviations.

4. CONCLUSION

This study demonstrated the effectiveness of acoustic
monitoring combined with machine learning for detecting
operational regime-related faults in air compressor sys-
tems. By extracting and analyzing signal-processing and
psychoacoustic features from compressor sound record-
ings, distinct operational regimes were successfully iden-
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Figure 3. Work regime classes with corresponding
durations.
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Figure 4. Overloading testing regime classes with
corresponding durations.

tified using dimensionality reduction with autoencoders
and clustering via Gaussian Mixture Models (GMM). The
approach enabled the detection of anomalies based on de-
viations in regime durations, which were shown to cor-
respond closely to actual operational events. Particularly,
it was found that regimes associated with variable com-
pressed air consumption exhibited significant variability
in duration, whereas regimes related to equipment cycling
and switching were highly consistent. Future work may
focus on integrating this method into real-time monitor-
ing systems to further enhance predictive maintenance and
operational reliability in industrial compressor stations.
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