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ABSTRACT

The use of planar and concentric circular microphone ar-
rays in beamforming has gained attention due to their abil-
ity to optimize both azimuth and elevation angles, making
them ideal for spatial audio tasks like sound source local-
ization and noise suppression. Unlike linear arrays, which
restrict steering to a single axis, 2D arrays offer dual-axis
optimization, although elevation control remains chal-
lenging. This study explores the integration of autograd,
an automatic differentiation tool, with concentric circu-
lar arrays to impose beamwidth and frequency invariance
constraints. This enables continuous optimization over
both angles while maintaining performance across a wide
frequency range. We evaluate our method through sim-
ulations of beamwidth, white noise gain, and directiv-
ity across multiple frequencies. A comparative analysis
is presented against standard and advanced beamform-
ers, including delay-and-sum, modified delay-and-sum, a
Jacobi-Anger expansion-based method, and a Gaussian
window-based gradient descent approach. Our method
achieves superior spatial selectivity and narrower main-
lobes, particularly in the elevation axis at lower frequen-
cies. These results underscore the effectiveness of our ap-
proach in enhancing beamforming performance for acous-
tic sensing and spatial audio applications requiring precise
dual-axis control.
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1. INTRODUCTION

Acoustic beamforming is a spatial filtering technique that
processes signals captured by a microphone array to iso-
late sounds arriving from a specific direction. This is
achieved by introducing precise phase shifts or time de-
lays to the signals recorded by each microphone, effec-
tively steering the array’s sensitivity toward the desired
direction while attenuating noise and interference from
other directions. By exploiting the geometric arrange-
ment of the array and the direction of arrival (DoA) of the
sound waves, beamforming enhances the signal-to-noise
ratio (SNR) and facilitates spatial discrimination.

In the context of acoustic applications, beamform-
ing plays a critical role in enhancing speech intelligibil-
ity, localizing sound sources, and suppressing ambient
noise [1]. More complex applications include acoustic
cameras [2], ultrasound sensing networks or beamfoming-
sonar applications. However, challenges such as mitigat-
ing the effects of reverberation, handling low SNR condi-
tions, and balancing computational complexity with real-
time performance remain active areas of research.

Planar microphone arrays enable 3D beamforming,
offering independent control over azimuth and elevation,
which is essential for applications like aerial sensing and
immersive audio. Unlike linear arrays limited to horizon-
tal steering, planar arrays achieve vertical steering using
phase shifts to compensate for microphone height differ-
ences. However, effective elevation steering faces chal-
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lenges. Limited vertical aperture in compact arrays re-
stricts resolution, especially for low frequencies. More-
over, it’s highly sensitive to vertical microphone place-
ment errors, which can cause significant phase issues.
Non-uniform vertical microphone distribution can also
lead to asymmetrical elevation beam-patterns with uneven
sidelobes and reduced spatial selectivity.

Numerous studies have explored methods to achieve
frequency invariance in microphone arrays. A common
approach employs differential arrays, which leverage spa-
tial derivatives of the sound field to create directional
beampatterns [3,4]. However, the requirement for small
inter-sensor spacing in these arrays limits their bandwidth
and compromises low-frequency performance. To over-
come these challenges, concentric circular microphone
arrays (CCMAs) have emerged as a compelling alterna-
tive. Their symmetric design enables not only frequency-
invariant beamforming across a wide frequency range but
also improves steering capabilities. Recent investigations
have even combined differential beamforming techniques
with CCMAs to further exploit these advantages [5—7].

Other strategies to attain frequency invariance include
iterative optimization techniques that derive weighting co-
efficients without relying on strict differential constraints
[8-10]. Although automatic differentiation appears suit-
able, its adoption in steerable acoustic beamforming re-
mains limited. In [11], the authors demonstrated how au-
tomatic gradient differentiation could be integrated to op-
timize linear differential microphone arrays (LDMAS).

In this work, we address these limitations by propos-
ing a novel beamforming framework for concentric circu-
lar microphone arrays based on automatic differentiation.
The proposed approach enables the simultaneous control
of both azimuth and elevation beamwidths, while ensuring
frequency-invariant performance and robustness to spa-
tially uncorrelated noise. Unlike previous methods, our
framework incorporates a differentiable objective function
that combines directivity metrics with additional regular-
ization terms, facilitating a flexible and effective optimiza-
tion process. The effectiveness of the proposed method
is validated through comprehensive simulations, demon-
strating its advantages over conventional and state-of-the-
art techniques.

2. SIGNAL MODEL AND PROBLEM
FORMULATION

In this work, we consider concentric circular microphone
arrays composed of R rings, each uniquely indexed by
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r = {1,2,...,R}. Each ring is defined by its radius
pr, Which determines the spatial distribution of the mi-
crophones along that ring. Furthermore, each ring con-
tains M, microphones; each microphone is characterized
by the common radial distance p, and its unique angular
position ¢, ,,, where m = {1,..., M, } denotes the mi-
crophone’s index and ¢, ,,, is measured relative to the pos-
itive x-axis. In addition, the Direction of Arrival (DoA) of
a sound source is specified by two angles: the azimuth an-
gle ¢y, measured in the plane parallel to the array (from
the x-axis), and the elevation angle 0y, measured from the
horizontal plane.

Given a concentric circular microphone array as
shown in Fig. 1, let 2(¢) be an incident wave arriving from
the direction (¢g,6p). As shown in Eq. 1, each micro-
phone records a delayed version of z(t),

(D

where n, ., represents the noise and distortion acquired
by each microphone. The delay, which depends on the
microphone’s position relative to the central microphone
is defined in Eq. 2:

Thrym = _fsp?T sin (90) Ccos (¢O - ¢r,m) s

yr,m(t) =x(t— Tu»«,m) + Ny

2

with f, as the sampling frequency and c as the speed of
sound. In the frequency domain, the model becomes
Yo (f) = X (f) e 201 Cmm) 4 N(f)
= X(f) d'f,m(fa to, ¢0) + N(f)v
where d(f,0, ) denotes the steering vector at orientation

(6, ¢). By combining these expressions, the overall pro-
cessed signal can be written in matrix form (see Eq. 4).

3)

z

Figure 1. Problem geometry.
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Here, h(f),d(f),y(f),n(f) € CM*!, where Mr is
the total number of microphones and B is the number of
frequency bands.

y(f) = z(f)d(f,0,¢) +n(f) )
z(f) =h(N)" (=(f)d(f.0,6) +n(f). )

The beamformer coefficients are grouped inside h. To be
able to recover the original signal without distortion, the
desired filter response can be obtained by finding h(f) so
that h(f)Hd(f,0,¢) = 1.

2.1 Evaluation metrics

To assess the performance of the microphone array, di-
rectivity pattern-related metrics are analyzed. First, the
3D-beampattern, described in Eq. 6 represents the gain
of the array as a function of both azimuth and elevation.
This pattern not only illustrates the primary lobe, where
the array’s response is maximized, but also highlights the
sidelobes, which can be potential sources of interference
from undesired directions. The —3 dB elevation and az-
imuth beamwidths can be obtained by solving the follow-
ing equations:

B(f,0,¢) =h()"d(f,0,9), (6)

O B(F.b0.00] ~ 2 @
IB(f,00, )] _ 1

® B(f b0 gl 2 ®

Complementing this spatial analysis, the directivity index,
described in Eq. 9 offers a quantitative measure by com-
paring the gain in the desired direction to the average gain
across all directions, effectively summarizing the array’s
ability to focus on the target signal.

DF(f) =
|B(f7907¢0)\2
T ST IBf,0,0)2dodo

s ;(f) = sinc <2 Jj”)

where [; ; represents the Euclidean distance between the
microphones positioned at ¢ and j respectively. The white
noise gain metric (WNGQG), can be defined as

Ih(f)d(f, 00, 0)|?
h(f)7h(f)

©

_ [h(HHd(f, 00, po)?
h(f)"T(f)h(f)

WNG(f) = (10)

)
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which can be employed for measuring the SNR enhance-
ment in presence of spatially uncorrelated noise, serving
as a critical indicator of the beamformer’s noise suppres-
sion capabilities. Together, all these metrics provide a ro-
bust framework for evaluating and optimizing the acoustic
beamforming performance of the microphone array.

2.2 Beamformer design

To place the microphones across the rings, a non-aliasing
constraint is assumed to select the minimum distance from
microphones. By selecting a minimum chord of length
Amin/2, the delay between elements covers at least half-
wavelength of the maximum frequency. As a conse-
quence, the minimum number of microphones in each ring
and their respective angular positions are given by

T
re {arcsin(/\min/(‘lpr))J ’ b
and
¢r,m:2’ﬂ'ﬁ; m:{ov]-v"'aMT_]'}? (12)

T

respectively. To control the contribution of each ring to the
overall beamformer, a set of frequency-dependent ring-
level weights is introduced, where each weight satisfies
0 < w,(f) < 1. These weights determine the relative
importance of each ring in shaping the beampattern and
are normalized such that Zle wy(f) = 1. Then, fol-
lowing [9, 12], a Gaussian window is used to weight the
microphones of each ring, giving more weight to those
more aligned with the DoA. The intra-ring weights can be
computed as

Srm = GW[O,O‘?]((ST’m),

where 6, ,,, can be obtained by calculating the vector dis-
tance given by

13)

Or,m (14)

(15)

= H"vr/z,zz»,m - V907¢0H2
rom = (0p,m — min(d)) / max(9)
To ensure robust angular distance calculations, the angles
must be wrapped so that when ¢,.,,, & [0 — T, ¢o+ 5] the
calculations simply add 7 to the DoA angles. Then, § gets
normalized as described in Eq. 15. By combining the two
weighting coefficients w and s, the final filter coefficient
h can be calculated as

hr,m — wr(f)sr,m(f)dr,m(fv 907 ¢0) (16)
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3. OPTIMIZATION

To determine the optimal beamforming coefficients, an
objective loss function is minimized using Autograd, an
automatic differentiation framework [13]. Internally, Au-
tograd constructs a dynamic computational graph that
records all tensor operations, enabling efficient applica-
tion of the chain rule via reverse-mode differentiation.
This approach eliminates manual gradient computation,
ensuring both accuracy and efficiency in optimizing the
beamforming parameters. Moreover, the framework’s
modular design simplifies the testing of various loss func-
tions by allowing easy modification or combination of dif-
ferent loss components. This flexibility facilitates rapid
experimentation and evaluation of alternative formula-
tions to better address specific system requirements.

The loss function can be constructed by combining
different terms to enhance various characteristics among
the system’s performance metrics. For example, one may
combine a term that penalizes signal distortion with an-
other that limits interference leakage, while also incor-
porating power constraints to manage energy efficiency.
Regularization terms can be added to promote smooth-
ness, ensuring robust performance across different oper-
ating conditions. By assigning appropriate weights to
these terms, the composite loss function can be finely
tuned to emphasize desired attributes such as beam sharp-
ness, reduced sidelobe levels or improved overall sys-
tem stability, thereby enabling a balanced optimization of
the beamforming coefficients tailored to specific require-
ments. Formally, this approach corresponds to solving the
following optimization problem,

P1:

mi&i’rgize Ls(w,0)
subject to O (w, 8) < Opw,
Or(w,B) < Ppw,
17w =1,
0<w=1,
oc>=0

a7

where L; is the loss function evaluated at the frequency
f, © and ®; are the —6 dB beamwidths in elevation and
azimuth, respectively.

3.1 Differentiabily and implementation details

To optimize functions that are not inherently differen-
tiable using gradient descent, specific modifications and
techniques must be applied. For example, (7) and (8)
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require the arg min operation over a sampled grid and
tensor indexing, both of which are non-differentiable
operations. Instead, differentiable approximations such
as temperature-modified softmax functions or sigmoid
masks can be applied to mimic this behavior in a soft-
differentiable manner.

To determine the —6 dB points over the grid, softmax
approaches were found to be inadequate due to insuffi-
cient gradient propagation at steep edges. Consequently,
the final beamwidth calculation method involved apply-
ing a weighted least-squares fit to the beampattern. This
approach fits a parabolic model directly to the beampat-
tern parameters, thereby enabling a direct estimation of
the beamwidth. To prevent the quadratic fit from being
unduly influenced by sidelobes, a super-Gaussian mask
was applied around the DoA to weight the samples and
mitigate the effects of poor sidelobe fitting. Furthermore,
to compensate for variations in beamwidth across differ-
ent frequency bands, the window width was adjusted to be
narrower at higher frequencies by selecting a span smaller
than the mainlobe to improve the parabola fit. The pro-
cedure for estimating the beamwidth in elevation, with an
equivalent procedure applied to the azimuthal axis, can be
written as

AL

0=2
lal

(18)

where a %, W > wie and S, =

> wi,gxf, and Sp > wi’gxfBi with B
Zi wi,gBi, W;.0 = exp(f% (91 — 90/09)4) and Tr; =
0; — 0y. Moreover, 0; are the discrete elevation angles, oy
is the standard deviation of the window (which may vary
with frequency), B; denotes the beampattern value in dB
at 0;, and AL is the power-level difference, e.g., —6 dB.
An example of the resulting fit and beamwidth estimation
is shown in Fig. 2.

The framework employed to implement the experi-
ments was PyTorch 2.6.0 [13]. A learning rate of n = 0.1
was used in combination with the RProp [14] gradient-
descent algorithm with parameters (n*,n~) = (0.5,1.2),
(Timax, Tmin) = (1075, 50).

4. EXPERIMENTS AND RESULTS

In the main experiments, we consider an array of 5 rings
with radii » = {0,5,10,15,20} cm and a sampling fre-
quency of fs = 16kHz. Figure 4 shows how the opti-
mization process takes place by using £; as the loss func-
tion. The objective beamwidths selected were Oy =
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Fitted parabola to beam pattern

= Beam pattern (dB)
_5 Fitted parabola
=+ DOA
= Super-Gaussian Window (dB)
—1071 —— .6 dB Width: 20.28
_154
_204
—251 {\
-30+—— /\ . . -
—-40 -20 0 20 40 60 80

Figure 2. Fitted parabola to the beampattern.

Elevation (8.00 KHz) Azimuth (8.00 KHz)
90° 90°

270° 270°

Figure 3. Beampattern comparison by correcting
beamwidths smaller than the objective by explicitly
increasing the estimated mainlobe beamwidth (L)
vs reducing the directivity factor (L2).

&gy = 40° and the DOA was chosen to be (45°,45°).

4.1 Objective functions

Leveraging the flexibility of the implemented frame-
work, several objective functions were tested with the
goal of promoting frequency invariance. First, the ap-
proach suggested in [8,9] was adopted, where an objective
beamwidth is employed in combination with the array’s
directivity as a loss metric (see Eq. 19).

Oy, O > Opw & ¢y < Ppw
L= Dy, @fSGBW&q)f><I>BW (19)
—log,( DF, otherwise

In an attempt of improving the array’s performance,
the white noise gain (WNG) was also included with a
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trade-off coefficient to complementarily weight both DF
and WNG as suggested in [10, 15]. The £; function
maximizes the array’s directivity when the beamwidth ex-
ceeds the desired target, while it simultaneously promotes
a broader beam when the beamwidth is too narrow. This
strategy maintains a constant beamwidth without requir-
ing an explicit reduction in the directivity factor for fre-
quencies that yield a narrow main lobe, thereby preventing
the beamformer from developing large sidelobes. Figure 3
illustrates this behavior by comparing the high-frequency
beampattern obtained using £; with that produced by a
new Lo approach, which instead reduces the directivity
factor to correct for beamwidth discrepancies.

In this study, we also explore the inclusion of ad-
ditional terms to explicitly promote performance invari-
ance across the considered frequency range, although this
might affect negatively to the best-working bands. In
particular we explored the inclusion of terms to penalize
the standard deviation of the metrics across the frequency
range and the differences between adjacent and oppos-
ing frequency bands, the complete tunable loss function
is shown in Eq. 20.

@f, ®f>®BW&(I)f§(I)BW
L3 = Dy, O <Opw & ®5 > Py ,
P+ 1+ A otherwise
(20)
P = —alog;, DF — (1 — ) log;y WNG, 21)
I = Ay std(DF) + Ag std(WNG), 22)
A= P = Py (23)

where P (Eq. 21) is the performance term, I (Eq. 22) the
invariance term, and A (Eq. 23) the differences term. \q,
A2, and A3 control the weight each term is given while «
is the trade-off coefficient between directivity factor and
white noise gain. Note that £; can be achieved by choos-
inga =1, =0,\2 =0and A3 = 0.

Figure 5 presents the results for various L3 configura-
tions. In the top row, the metrics are compared for differ-
ent « values, which serve as a tradeoff between the direc-
tivity factor and the white noise gain. The results indicate
that o has minimal impact on the final outcome, as its role
is limited to adjusting higher beamwidth corrections due
to the piecewise nature of the function.

In the second and third rows, several values of \;
and Ao are examined to demonstrate the effect of incor-
porating a penalization term on the spread (standard devi-
ation) of the metrics across the frequency range of inter-
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Figure 4. Performance evolution with the iterations of the base array optimized with Eq. 19 (£1) as objective.

est. Although this term did not significantly affect the re-
sults in the first experiment, subsequent experiments show
that optimizing with the white noise gain and including
the regularization term can achieve a flatter white noise
gain without substantially compromising directivity in-
variance. Finally, the last row illustrates the results for
different values of A3 for the considered best-performing
settings (v = 1, A\; = 1, Ay = 0), it can be seen how for
small values a flatter directivity factor curve is obtained.

4.2 Comparison with other methods

We provide a comparative analysis of our proposed
method against other widely used beamforming tech-
niques. Specifically, we compare our method with the
delay-and-sum beamformer, a modified delay-and-sum
[16], a Jacobi-Anger expansion-based beamformer [6,17],
and the modified gradient descent approach presented
in [10], denoted as “Gaussian Window”. The resulting
beampatterns for each method are illustrated in Fig. 6.
This figure highlights the differences in spatial selectiv-
ity and mainlobe width achieved by each approach. The
delay-and-sum beamformer serves as a conventional refer-
ence, providing a straightforward implementation but with
limited control over the steering capabilities. As it can be
seen in the figure, our method outperforms all the other
approaches, specially in the elevation axis for lower fre-
quencies.

5. CONCLUSIONS AND DISCUSSION

In this work, we presented a framework that uses auto-
matic differentiation to optimize the beamformer weights
of a concentric circular microphone array (CCMA), al-
lowing for controlled beamwidth in both elevation and az-
imuth. This approach enables the evaluation of different
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loss functions with various penalization terms, which sim-
plifies the tuning process.

Our study also considers the inclusion of additional
terms to promote performance invariance across the fre-
quency range. The complete loss function comprises a
performance term P, an invariance term [ that penalizes
the standard deviation of metrics such as directivity factor
(DF) and white noise gain (WNG) across frequencies, and
a difference term A that addresses discrepancies between
adjacent and opposing frequency bands. The parameters.

Our results indicate that the proposed method outper-
forms with conventional approaches and a modified gra-
dient descent procedure. By considering both differential
beamforming strategies and the benefits of the symmetric
CCMA design, this work contributes to the ongoing ef-
fort to achieve frequency-invariant beamforming across a
broad range of frequencies.
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Figure 6. Comparison between the different meth-
ods tested.

(2]

(3]

(4]

(5]

(6]

(7]

J. Ortigoso Narro, R. Moreno, D. de la Prida Ca-
ballero, M. Raiola, and L. Azpicueta-Ruiz, *“64-
microphone module for a massive acoustic camera,’
09 2024.

J. Chen, J. Benesty, and C. Pan, “On the design and
implementation of linear differential microphone ar-
rays,” The Journal of the Acoustical Society of Amer-
ica, vol. 136, pp. 3097-3113, Dec. 2014.

J. Benesty, J. Chen, and C. Pan, Fundamentals of Dif-
ferential Beamforming. 05 2016.

J. Lovatello, A. Bernardini, and A. Sarti, “Steerable
circular differential microphone arrays,” in 2018 26th
European Signal Processing Conference (EUSIPCO),
pp. 11-15, 2018.

G. Huang, J. Chen, and J. Benesty, “On the design
of robust steerable frequency-invariant beampatterns
with concentric circular microphone arrays,” in 2018
IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP), pp. 506-510, 2018.

L. C. Parra, “Steerable frequency-invariant beamform-
ing for arbitrary arrays,” The Journal of the Acousti-
cal Society of America, vol. 119, p. 3839-3847, June
2006.

(8]

[9]

(10]

(11]

[12]

(13]

(14]

[15]

(16]

(17]

4372

R. Sharma, I. Cohen, and B. Berdugo, “Controlling el-
evation and azimuth beamwidths with concentric cir-
cular microphone arrays,” IEEE/ACM Transactions on
Audio, Speech, and Language Processing, vol. 29,
pp- 1491-1502, 2021.

R. Sharma, 1. Cohen, and B. Berdugo, “Window
beamformer for sparse concentric circular array,” in
ICASSP 2021 - 2021 IEEE International Confer-
ence on Acoustics, Speech and Signal Processing
(ICASSP), pp. 4500-4504, 2021.

O. Peretz and 1. Cohen, “Constant elevation-
beamwidth beamforming with concentric ring arrays,”
IEEE/ACM Transactions on Audio, Speech, and Lan-
guage Processing, vol. 32, pp. 1662-1672, 2024.

S. G. Siminfar and R. Duraiswami, “Applying au-
tomatic differentiation to optimize differential mi-
crophone array designs,” 2024. arXiv:2412.05123
[cs.SD].

T. Long, I. Cohen, B. Berdugo, Y. Yang, and J. Chen,
“Window-based constant beamwidth beamformer,”
Sensors, vol. 19, no. 9, 2019.

A. Paszke, S. Gross, S. Chintala, G. Chanan, E. Yang,
Z. DeVito, Z. Lin, A. Desmaison, L. Antiga, and
A. Lerer, “Automatic differentiation in pytorch,” in
NIPS-W, 2017.

M. Riedmiller and H. Braun, “A direct adaptive
method for faster backpropagation learning: the rprop
algorithm,” in IEEFE International Conference on Neu-
ral Networks, pp. 586591 vol.1, 1993.

A. Frank and I. Cohen, “Constant-beamwidth kro-
necker product beamforming with nonuniform pla-
nar arrays,” Frontiers in Signal Processing, vol. 2,
p- 829463, 05 2022.

Y. Yang, C. Sun, and C. Wan, “Theoretical and ex-
perimental studies on broadband constant beamwidth
beamforming for circular arrays,” in Oceans 2003.
Celebrating the Past ... Teaming Toward the Future
(IEEE Cat. No.O3CH37492), vol. 3, pp. 1647-1653
Vol.3, 2003.

G. Huang, J. Chen, and J. Benesty, “Insights into
frequency-invariant beamforming with concentric cir-
cular microphone arrays,” IEEE/ACM Transactions on
Audio, Speech, and Language Processing, vol. 26,
no. 12, pp. 2305-2318, 2018.

11™* Convention of the European Acoustics Association
Milaga, Spain * 23" — 26" June 2025 *

SOCIEDAD ESPAROLA
SEA DE ACUSTICA



