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ABSTRACT

Recent hearing research has advanced through Virtual Re-
ality systems, exploiting immersive Audio-Visual (AV)
environments based on acoustic simulations and 3D video
rendering to conduct ecological listening tests and explore
factors influencing Speech Intelligibility (SI). Usually, im-
mersive AV scenes derive from simulations using avatars,
but investigations are needed to detect possible differ-
ences compared to recorded real-world scenarios with real
speakers. This work aims to evaluate, within immersive
tests developed with 360° 3D video coupled with third-
order ambisonic audio recordings, the impact on SI of (i)
lip-sync-related visual cues compared with the absence of
lip-sync and (ii) lip-sync-related visual cues of a real per-
son compared with photorealistic avatars in the same sce-
nario. SI tests on normal-hearing subjects were conducted
for different auditory scenarios representing a highly re-
verberant conference hall with a frontal target speaker, ei-
ther in a quiet situation or with an interferer talker from
120° and 180° azimuth. Results confirm the importance of
lip-sync-related visual cues for speech intelligibility and
using highly realistic avatars to come closer to the real
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1. INTRODUCTION

Only in recent years speech intelligibility (SI) has been
studied exploiting the latest Virtual Reality (VR) tech-
nologies, providing a higher ecological validity for the
tests. Investigations on visual cues effects on SI, partic-
ularly those related to lip-sync, could benefit from this
innovative approach as more natural test environments
could be implemented, obtaining a more natural subject
response during tests. Previous research has demonstrated
the importance of facial and lip-sync movement on SI
[1, 2]. Recently, Grimm et al. [3] found that a better re-
alism of head movement and facial expression brings to-
wards better speech comprehension. Investigations on SI
through more ecological tests have been performed by
Guastamacchia et al. [4, 5], exploiting an immersive VR
environment derived by real recordings in field, both for
the audio and visual part. In both studies, the audio is
of 3rd-order ambisonics administered by a homogeneous
spherical array of 16 loudspeakers, synced with the im-
mersive visual stimulus provided by the Oculus Quest
2 Head Mounted Display (HMD). In the first study, the
VR environment only contextualized the situation, show-
ing the listeners the highly reverberant conference hall of
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the Egyptian Museum of Turin. The target speaker was
represented by a talkbox, located in the speaker’s posi-
tion, helping listeners to clearly identify the target ori-
gin. However, the study focused only on SI in a highly
reverberant space, without taking into account any visual
dynamics cues related to speaker behavior, such as lip-
sync-related visual cue effects, as it completely lacked the
target speaker. An improvement was made in the second
study [5], in which a female target speaker was integrated
into the same conference room video recordings, allow-
ing listeners to see the real target speaker and the rela-
tive lip-sync movement. This allowed to investigate the
contribution of lip-sync movement on SI. In this study,
an avatar has been substituted to the real speaker to in-
vestigate the differences in affecting the speech compre-
hension. Avatars have been already used in literature as
substituted of real speaker. As example, Grimm et al. [3]
used avatars with a different level of visual realism to in-
vestigate the communication effort at change of the re-
alism, concluding that under noise condition the rate of
communication effort decreases as the level of visual re-
alism increases, while in quiet condition the effort was
rated as very easy. Furthermore, Yamada et al. [6] in-
vestigated whether the presence or absence of a visual
avatar and the lip-synching affect speech comprehension
in noisy VR environments, obtaining positive results on
comprehension in presence of lip-sync. An avatar can be
more easily created and manipulated in a VR environment
compared to utilizing a video of a real person. If visual
cues provided by a synthetic avatar yield the same SI as
that offered by a real speaker, this could open new per-
spectives for deeper investigations into SI within ecologi-
cally valid settings. Avatars can be created and animated
with a plethora of different software, each offering differ-
ent levels of details and realism, both for the appearance
and the movement. The mosts exploit neural networks
to create lip-sync movement starting from speech audio
signals. Wav2Lip [7], freely available [8] on GitHub [9],
and its commercial counterpart [10], are both promising
software for changing the talker lip-sync movement in al-
ready existing video based on new speech audio track.
Both manipulate the visemes (expressive movement of the
facial musculature corresponding to each phoneme of a
language) exploiting a Generative Adversarial Network,
but the free version offers a lower resolution for the final
videos. Live Speech Portraits, based on [11] is also freely
available on the web [12]. Its animation technique is capa-
ble of maintaining the talking style of the speaker, due to a
preliminary training with a brief video of the real person.

However, this software is able to manipulate only the head
of a person and not the full body. However, these software
are not the only available for this kind of applications. The
state of the art in this field evolves day by day and new
applications appear in the wild. Generally, these applica-
tions are offered by commercial companies as a payment
service with different levels of features based on increas-
ing fee. However, for research purposes, relying on freely
available open-source tools is essential for achieving rapid
and profound advancements in knowledge. Therefore, as
an initial approach, this research utilizes freely available
software for avatar creation and animation that can ade-
quately fulfill the research objectives by providing satis-
factory animation quality.
The aim of this work is to compare speech intelligibility
in a highly reverberant environment using immersive Au-
dioVisual (AV) scenes developed through in-field record-
ings. These scenes present different spatial configurations
between listener, target speaker, and interfering speaker.
The comparison focuses on varying visual cues associ-
ated with the target speaker, specifically: (i) a loudspeaker
serving merely as a placeholder to indicate the target
speaker direction, (ii) realistic lip-sync visual cues pro-
vided through video recordings of a real speaker, and (iii)
synthetic lip-sync cues provided by an animated avatar.

2. METHODS

2.1 Avatar development

To develop the avatar for our purposes we chose
Avaturn [13] and Audio2Face [14]. Avaturn is a website
service that allows anyone to create an avatar with a good
photorealistic detail with just three photos. Audio2Face is
a production-ready software by NVIDIA, able to animate
the facial mesh of a 3D model avatar instead of working
directly on video clips of the speaker. This allows a
fully digital production without the requirement of any
video recording, indeed the software can be used to
animate from a cartoon style face till a photorealistic one.
Furthermore, the software is able to infer the emotion
of the speaker from the audio tracks and consequently
can manipulate the visemes in a more coherent manner.
The background neural networks are trained with English
language, but the software can work with audio of
different languages.
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2.2 AV scenes

AV scenes were recorded as described in [5]. The rever-
berant environment of the study is the conference hall of
Egyptian Museum of Turin. It has a volume of 1500 m3

without any acoustical treatment; it is highly reverberant,
with a T30 reverberation time of 3.19 s ± 0.44 s, more
than two seconds with respect to the optimal value in
speech environments. Fig. 1 shows the conference hall
in equirectangular format from the subjects’ point of
view. T0° spots the target speaker located in front of the
subject at a distance of 4.1 m. LS1 and LS2 identify the
two vertical arrays of loudspeakers of the room audio
system, which amplify the target speech being positioned
respectively at 65° on the left and 66° on the right azimuth
from the listening point at a distance of 4.0 m and 4.2
m, respectively. Three different listening scenarios are
proposed, which are: one in-quiet scene, with only the
target speaker active, and two in-noise scenes, with both
the target speaker and a single interfering speaker active
simultaneously. For the in-noise scenes, the interfering
speaker was presented at either 120° or 180° azimuth
oriented toward the listener, at a distance of 1.8 m. Visual
cues for the interfering speaker only included its location
represented by a static dummy head, as shown in Fig. 1
by label N120° for the case of interfering speaker at 120°.
The videos with the real lip-sync movement were devel-
oped as described in [5]. Concerning the scenes with
synthetic lip-sync movement, as mentioned, the avatar
was generated by using Avaturn and three photos of the
same actress that provided the real lip-sync movement.
Then, using Blender [15], the avatar was customized
and placed in sat pose to fit the existing VR scenarios.
Finally, some secondary slight movements for the upper
body and the head were added to obtain better realism.
Lip-sync movement and facial expressions were then
animated by using Audio2Face exploiting audio tracks
of the female validate version of the Italian Matrix
Sentence Test (ITAMatrix) [16], commonly used for
standard SI tests for Italian speakers. Lastly, Blender was
used to render the final animation. In post-production
the resulting videos were composed with the existing
videos displaying the conference hall to obtain the final
videos including the synthetic lip-sync-related visual cues
suitable for the SI tests.
In the bottom-left corner of Fig. 1 the details of the three
different visual cues investigated for the target speaker
are shown.

Figure 1. Image of the conference hall in equirectan-
gular format. Bottom-left an examples of the 3 dif-
ferent target speakers.

2.3 Speech Intelligibility tests

To investigate lip-sync movement contribution on SI,
three visual conditions for the target source representation
were used: (i) a loudspeaker, i.e., no lip-sync movement;
(ii) the video of a real person, i.e., subjects could see real
lip-sync movement; (iii) an avatar, i.e., subjects could see
synthetic lip-sync movement provided by the avatar. Each
of these three conditions was administered to a different
group of ten normal hearing participants.
Tests were conducted in a VR environment where the vi-
sual part was displayed by a HMD device Oculus Quest
2, while the audio part was delivered by a homogeneous
spherical array of 16 loudspeakers with 3rd-order am-
bisonics. Subjects were sitting in the center of the array,
with head in the sweet-spot. In the sweet spot, that is, in
the center of the spherical array of the Audio Space Lab,
the sound pressure level of the target speech was set to
73 dB(A), corresponding to the same level measured in
the listening position within the real conference hall. The
Signal-to-Noise Ratio (SNR) between the target and the
interfering speech was set to -5 dB. The 30 participants
were Italian native speakers (20 males and 10 females)
aged 22 to 46 years (average 26.2 years). All of them
were trained to become confident with the test system and
with their task through the trial test sessions. The main
participants’ task was to listen to the target speech signal,
which was a 5-word sentence from the ITAMatrix Sen-
tence Test [16], and then repeat the words understood. For
all subjects the same list of 20 sentences was presented
for the given listening scenarios, while different scenar-
ios were proposed each with a different test list. During
the test, participants were required to remain seated with-
out moving their heads to ensure that the auditory scenes,
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specifically referring to the spatial locations of the sound
sources, remained consistent for all participants. This de-
sign choice avoided introducing the confounding variable
of participants’ self-motion into the investigation, which,
at this stage, specifically aimed at examining the impact
of different visual cues without the additional complex-
ity arising from varying participant orientations. The ex-
perimental procedure obtained ethical approval (reference
128194/2023).

3. RESULTS

The SI was evaluated in terms of percentage of correctly
understood words within a set of 20 sentences. Fig. 2
shows the results of SI obtained for each test condition
and listening scenario. However, to correct for the floor

Figure 2. SI scores for each listening scenario: In-
quiet, Noise @120°, Noise @180°, and test con-
dition: no lip-sync movement (Absent), real lip-
sync movement (Real), synthetic lip-sync movement
(Synthetic).

and ceiling effects [17] and according to the definition
in [18], the resulting SI scores were converted in Rational-
ized Arcsin Units (RAU) before carrying out the statistical
analyses. Due to the violated assumption of normality in
the difference score distributions to be compared, checked
by applying the Shapiro-Wilk test, the non-parametric U-
Mann-Whitney test was used for the statistical analyses
[19].
The first analysis concerned the differences between the
SI scores with interfering speaker at 180° and 120° az-

imuth. Tab. 1 shows that the null hypothesis H0 for which
the SI scores at 180° azimuth are equal to the SI scores
at 120° azimuth cannot be rejected. SI scores with in-
terfering speaker at 180° show no statistical differences
with SI scores with interfering speaker at 120° as p-values
are greater than 0.05 for all the test conditions. Accord-

Table 1. P-value of the comparison for the Mann-
Whitney U-test for test condition and interfering
speaker position.

H0 Real Lip Synthetic Lip No Labial
180° = 120° 0.174 0.514 0.539

ing to this outcome the SI scores at 180° and 120° az-
imuth were pooled together regardless of the interfering
speaker location, hence the comparisons among the condi-
tions, i.e. the presence of real or synthetic lip-sync move-
ment or its absence, only considered the in-noise tests, as
the in-quiet tests all led to the best SI (around 100%), as
can be observed in Fig. 2. SI percentage scores averaged
between the in-noise listening scenarios for the three test
conditions are shown in Fig. 3, along with the correspond-
ing standard deviations. The best SI is achieved for the

Figure 3. SI scores percentage in noise condition: no
lip-sync movement (Absent), real lip-sync movement
(Real), synthetic lip-sync movement (Synthetic).

tests with real lip-sync movement, followed by the syn-
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thetic one produced by the avatar, while the worst con-
dition is without lip-sync movement. In particular, aver-
age SI scores were 78%, 68.5%, and 58.5%, respectively.
Tab. 2 shows the average and the standard deviation for
the RAU SI scores. Tab. 3 shows the results from the U-

Table 2. Average and Standard Deviation (SD) of the
SI scores in RAU for each test conditions. N repre-
sents the amount of data.

Test conditions Mean SD N
Real 78.3 28.2 400
Synthetic 68.2 30.0 400
Absent 56.6 32.3 400

Mann Whitney analyses where the effect of the synthetic
lip-sync movement, the real one, or its absence have been
investigated reporting comparisons among the test con-
ditions, i.e., Synthetic vs Real and Absent vs Synthetic,
for the in-quiet and in-noise cases. P-values smaller than
0.05 are underlined and indicate the rejection of the null
hypothesis H0: MX1 ≥ MX2 in favor of the alternative
hypothesis H1: MX1 < MX2. It follows that real lip-
sync movement statistically significantly improve SI com-
pared to both the absence of lip-sync movement and syn-
thetic lip-sync movement. Nevertheless, the comparison
between absent and synthetic lip-sync movement reveals
that synthetic lip-sync movement still positively affect SI,
as expected, though not to the same extent as real lip-sync
movement.

Table 3. P-value of the comparisons for the Mann-
Whitney test. Values lower than 0.05 are underlined
and indicate the rejection of the the null hypothesis
H0: MX1 ≥ MX2 in favor of the alternative hypoth-
esis H1: MX1 < MX2. MX1 and MX2 are the me-
dians of the distributions (in RAU) in the conditions
X1 and X2, respectively.

X1 X2 in-quiet in-noise
Synthetic Real 0.923 0.000

Absent Synthetic 0.296 0.000

4. CONCLUSION AND FUTURES
PERSPECTIVES

SI was evaluated administering ecological test reproduc-
ing a real highly reverberant conference hall for three dif-
ferent spatial configurations of listener, target speech, and
interfering speaker. Tests were conducted in an immersive
environment with 3rd-order ambisonics audio synced with
360° 3D videos reproduced through an HMD. Three tar-
get speaker visual conditions were evaluated: (i) without
lip-sync movement, (ii) with lip-sync movement through a
video of a real person, (iii) with synthetic lip-sync move-
ment provided by an avatar. Results show that synthetic
lip-sync movement contributes to SI, but with a less ex-
tent than real one, most likely due to an inaccurate fa-
cial animation. The issue could be solved by using more
performative animation software, which are currently not
free. In addition, to get a deeper understanding of the lis-
tening dynamics, it could be worth to investigate the in-
fluence on SI when real lip-sync-related visual cues are
introduced also for the interfering speaker located within
the subjects’ field of view, as it could be more disturbing
than when outside from the listener’s view.
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