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ABSTRACT

The acoustics of a room can have an impact on speech
production, influencing factors such as speech rate and
vocal effort. In augmented reality teleconferencing, vir-
tually rendered remote interlocutors can be auralised to
create the impression of sharing a room with the user.
Acoustical mismatches between the real rooms of the user
and the remote interlocutors can hinder interaction — for
instance, a remote talker in an acoustically-treated office
might sound unnatural to a user located in a highly rever-
berant space, such as an untreated office with hard sur-
faces or a position close to a bare wall. This study in-
vestigates how such a mismatch can affect conversational
interactions. Participant pairs engaged in audiovisual tele-
conferencing while experiencing either matched or mis-
matched auralised room acoustics. Each participant per-
ceived the conversation happening in a single common
acoustic, though that acoustic may be different from each
participant’s perspective. We present preliminary results
on the impact of these conditions on interaction dynam-
ics. The interactions between interlocutors were analysed
for different matched or mismatched conditions, with the
findings providing insights into the impact of said condi-
tions on the quality of the interactions.
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1. INTRODUCTION

In mixed reality environments, virtual acoustic sources
are rendered using auralisation to simulate desired acous-
tic properties. In augmented reality (AR), virtual sound
sources overlaid onto a user’s real-world environment
should behave acoustically as if they were physically
present in that space [1]. For instance, in an AR telecon-
ference, one would expect the voice of a remote interlocu-
tor to be auralised to match the acoustic characteristics of
the listener’s environment. Since each participant is in a
different location, the acoustics at each end may vary sig-
nificantly, leading to distinct auditory experiences for each
interlocutor.

The auditory experience created by a room’s acous-
tics can influence how a person adjusts their speech while
talking inside it. Previous work has investigated the rela-
tionship between reverberation time and speech parame-
ters such as level [2–4], rate [2, 5] or voicing period dura-
tion [6]. These adjustments often serve to improve intel-
ligibility, allowing one’s speech to be well understood by
others in the room while minimising effort for any listen-
ers [7].

In an AR teleconference where interlocutors find
themselves in acoustically different environments, it could
be expected that each one might adjust their own speech
to suit the acoustics of the room they physically find them-
selves in. Because each one will be auralised in their in-
terlocutors’ acoustics, however, these speech adjustments
could actually be detrimental to intelligibility on their in-
terlocutors’ end, hampering their interaction.

In this study, we set to assess the impact of such a mis-
match between room acoustics on the conversational dy-
namics between two interlocutors in an audiovisual tele-
conferencing system with virtual acoustics. An experi-
ment was conducted where participant pairs held conver-
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sations in either the same or different acoustics on each
end. Three different acoustic conditions with distinct fea-
tures were used.

2. METHOD

2.1 Virtual teleconferencing system

An audiovisual teleconferencing system was set up across
two acoustically isolated studio rooms, consisting of a
screen, a webcam (Logitech Streamcam), reference head-
phones (Sennheiser HD-650), a measurement microphone
(Bedrock Audio BAMT1), and a chair placed 1.5m away
from the screen and microphone in each room. The sys-
tem was controlled via a computer in a third room, which
provided real-time rendering in simulated acoustics using
the ircamverb artificial room reverberator of the Spat5
library [8] in Cycling ′74 Max. The virtual source and re-
ceiver were set 1.5m apart. Each participant heard them-
selves and their interlocutor auralised within a distinct vir-
tual room. The direct sound component was muted in each
participant’s auralisation of themselves.

System gains were calibrated, using a dummy-head
(Neumann KU-100), so that the direct sound output from
the headphones resulting from a person talking in the other
room at 1.5m from the microphone produced the same
level as dry speech at 1.5m from the dummy-head.

Figure 1. Experiment setup in each room (left, right)
and what each participant saw (center).

2.2 Protocol

To assess the impact of room acoustic mismatches on con-
versational dynamics, participant pairs were instructed to
have a conversation in the teleconferencing system, split
into trials, with the virtual acoustics varying across differ-
ent trials. In each trial, participants would find themselves
in one of three acoustic conditions, outlined in Table 1.
The motivation was to have conditions with increasing re-
verberance and decreasing clarity, making the first best
suited for conversation and the last worst. Each participant

Parameter Cond. A Cond. B Cond. C
Volume (m3) 50 5000 200
T30mid (s) 0.30 4.65 4.91
C50mid (dB) 21.1 9.20 4.23

Table 1. Room parameters for each acoustic con-
dition. mid refers to the average value across the
500Hz and 1 kHz bands, across both left and right
channels.

perceived the conversation happening in a single common
acoustic during each trial, though that acoustic could be
different from each participant’s perspective.

The experiment consisted of 11 trials, with the first 2
lasting one minute and always having the same acoustics
in the same order (A first, then B), in order to accustom
participants to the task. The remaining 9 trials, contain-
ing all the possible combinations for acoustic condition
on each end, lasted two and a half minutes each and their
order was randomised for each participant pair.

At the end of each trial, the participants were asked
to answer a short questionnaire, consisting of two state-
ments: (Q1) You found it easy to follow the conversa-
tion, (Q2) Your interlocutor had no trouble following the
conversation. For both statements, a 7-point Likert scale
was displayed, with 1 meaning completely disagree and 7
meaning completely agree.

In order to keep the conversation flowing, a suggested
topic of discussion was displayed at the top of each screen,
and participants were instructed to speak only about the
currently displayed topic. A list of 70 topics was curated,
ranging from trivial (“Should pineapple go on pizza?”) to
more serious (“Should art be separated from the artist?”),
and participants were allowed to cycle through the list at
will (be it during a trial or in between trials) using either a
handheld clicker or a keyboard. They were allowed to skip
topics whenever they wanted and were free to not discuss
a given topic if they did not want to.

10 participant pairs took part in the experiment,
comprised of 3 female/male, 1 female/female, and 7
male/male. The mean participant age was 26.6±2.7 years.

3. RESULTS

Analyses of variances (ANOVAs) were conducted to as-
sess the impact of (1) participants’ own acoustic con-
dition, (2) the interlocutor’s acoustic condition and
(3) mismtach between the two on participant ratings and
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top-level objective parameters. The first-order interac-
tion terms between factors were also analysed. Statis-
tical significance was determined for p-values below a
0.05 threshold. The notation p < ε is adopted to indi-
cate p-values below 10−3. Post-hoc pairwise comparisons
for significant factors were made with Tukey-Kramer ad-
justed p-values, or with Wilcoxon rank-sum p-values for
unbalanced comparisons. Participant ratings were z-score
normalised, in order to prevent participants who used the
extremes of the scale more from overpowering those who
used them less, and viceversa. The shorter first two trials
were excluded from analysis.

3.1 Subjective ratings

The participants’ own acoustic condition had a signifi-
cant impact on participants’ ratings for question Q1 (F =
170.6, p < ε). As seen in Figure 2, participants found
it easier to follow the conversation in acoustic A than in
acoustic B (0.93±0.12 vs. 0.02±0.15), and in acoustic
B than in acoustic C (0.02±0.15 vs. −0.95±0.15). The
same statistically significant trend was observed for rat-
ings for question Q2, which were generally slightly higher
than their Q1 counterparts.

As illustrated in Figure 2, the acoustic condition of the
interlocutor had no impact on ratings for either question.
Likewise, no significant interaction effect was observed
between participants’ acoustics on either question.

3.2 Objective metrics

The own acoustic condition was observed to have a sig-
nificant impact on the level of participants’ speech (F =
13.7, p < ε). Participants’ RMS speech level (dB), cal-
culated per trial, was higher than the average level across
all trials in acoustic A than in acoustics B and C, where
the speech levels were similar and lower than the aver-
age per-participant level across-trials (0.39±0.22 dB vs.
−0.21±0.16 dB vs. −0.25±0.19 dB). The acoustic con-
dition of the interlocutor had no impact on participants’
speech level. These results are illustrated in Figure 3.

4. DISCUSSION

The ratings of own ease in following the conversation and
the observed change in voice level as a function of one’s
acoustic condition suggest that the teleconferencing sys-
tem’s auralisations created an ecologically valid environ-
ment, where, as seen in real life, room acoustics can im-
pact voice production and perception and, therefore, con-
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Figure 2. Participants’ ratings on Q1 and Q2 as a
function of (left) their own and (right) their interlocu-
tor’s acoustic condition. Mean and 95% confidence
intervals (CI) displayed. Due to the normalisation,
the ratings are expressed in terms of standard devia-
tions from each participant’s mean rating.
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Figure 3. Difference from per-participant average
RMS voice level across all trials, per own acoustic
condition. Mean and 95% CI displayed.

versational dynamics. The observed impact of one’s own
acoustics on ratings were as expected.

The ratings of the interlocutor’s ability to follow the
conversation could suggest that the acoustic condition of
the interlocutor did not affect how the interlocutor was
perceived, meaning that a mismatch of acoustics may not
impact conversational dynamics. Participants often said,
however, that they found it significantly harder to rate their
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partner, and, sometimes, that they felt uncomfortable giv-
ing them a low rating. It could be argued that the protocol
may need to be changed in order to get meaningful re-
sponses to such a question.

Additional objective parameters should be analysed,
to get a more comprehensive understanding of how the
conversational dynamics evolved across trials.

5. CONCLUSION

In this paper, preliminary results of a study on the impact
of room acoustic mismatches on conversational dynamics
in virtual conferencing was presented. A virtual telecon-
ferencing system employing a real-time auralisation en-
gine was used, where participant pairs tasked with having
a conversation could either have identical or mismatched
acoustics.

A preliminary analysis of subjective ratings and high-
level objective parameters suggests that the system was
ecologically valid, as trends observed in real-life room
acoustics, such as an increase in voice level in less re-
verberant conditions, were also observed in the system.
Overall, the results indicate that one’s own acoustics im-
pact how the conversation is perceived, but no significant
impact of the interlocutor’s acoustics was observed. Fur-
ther analyses must be conducted in order to fully under-
stand how both acoustics impacted the conversational dy-
namics.

6. FUTURE WORK

Future work will focus on continuing the analysis of other
objective parameters, such as speech rate, state probabili-
ties, voicing period duration, or speaker alternation rate,
to name a few. These analyses should allow a better-
informed judgement on how the acoustic conditions im-
pacted the conversations had by participants, but also on
how ecologically valid the system was. Moreover, further
subjective data was collected in the form of open com-
ment questions and post-experiment informal interviews,
and this data will also be analysed.

It could also be of interest to run a next iteration of
the experiment, with an improved system based on the
results of the analysis, and where more factors could be
tested, such as interactions between more than two peo-
ple, or testing different acoustic conditions that are less
extreme and more similar to real-life scenarios that could
present themselves in AR teleconferencing.
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