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ABSTRACT

Ordinary rooms typically feature rectangular shapes and
absorbing ceilings, contributing to non-uniform sound
absorption distributions. Consequently, non-diffuse sound
fields require accurate predictions of room acoustic criteria
since the early stages of acoustic design. The test
environment for this study is a rectangular room with air-
backed sound-absorbing materials at the ceiling and low-
scattering surfaces. In this context, room criteria predictions
were made using analytical formulas, energy-based
geometrical acoustic simulations, and a hybrid room
acoustic simulator combining wave-based and ray-based
engines. Then, the consistency between the three prediction
approaches and measurements - the experimental reference
throughout this study - is evaluated. The work focuses on
the input data employed in the analytical model and the
boundary conditions assigned for the two numerical
approaches. Focusing on the sound-absorbing tiles of the
suspended ceiling, the results identify substantial
discrepancies among the methods’ input data. These gaps,
which are more evident within the low-mid frequency
range, are provided and discussed.

Keywords: wave-based simulations, boundary conditions,
non-uniform  absorption  distribution, absorption
coefficients.

1. INTRODUCTION

Numerical models are essential tools for predicting the
sound field in challenging real-world scenarios, such as
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environments with a non-uniform distribution of sound-
absorbing surfaces [1]. The accuracy of acoustic
simulations strongly depends on the reliability of the
boundary conditions used as input data, which typically
involve energy-based sound absorbing coefficients obtained
through ISO 354 measurements [2]. While energy-based
datasets are widely available in the literature [3, 4],
accessible lists of frequency-dependent pressure-based
boundary conditions for wave-based simulation techniques
remain limited. As a result, sound absorption coefficients —
typically provided by materials’ technical datasheets - are
often converted into complex surface impedances through
non-unique processes [5]. This work investigates the
differences in input data between a hybrid wave/ray-based
engine and two standard prediction tools: the Sabine
formula and a geometrical acoustics model.

2. METHOD

2.1 The rectangular environment

The present work examines a secondary school classroom
(25 students) with a rectangular shape, a volume of 159 m?,
and an acoustically treated air-backed ceiling with two
different materials [6, 7]:

- Material 1: perforated gypsum board
Perforation percentage: 18%
Thickness: 8 mm
Placement: at the ceiling’s center (~ 45%)

- Material 2: high-density rock wool
Density: 70 kg/m®
Thickness: 22 mm
Placement: at the ceiling’s perimeter (~ 55%)

The acoustic absorption properties of the ceiling tiles were
measured in the reverberation chamber at the University of
Bologna following the procedures outlined in ISO 354.
Moreover, in-field acoustic measurements were conducted
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in the rectangular room in furnished and unoccupied
conditions, in compliance with ISO 3382-2. The collected
room acoustic criteria are experimental reference
throughout the study.

2.2 Prediction models

2.2.1 Analytical formula

The reverberation time, 7, has been calculated with
Sabine’s formula:
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where co is the speed of sound (m/s), V is the volume of the
room (m®), and 4 is the total equivalent absorption area
(m?), which is expressed as:

M

Co

A= Z (Yq'Sq' + Z AobjAj (II]Z), (2)

i=1 i=j
where n is the number of the i-th surface, a; is its
absorption coefficient, S; is the area of the i-th surface
(m?), o0 is the number of the j-th object, and Ao, is its
equivalent absorption area (m?). Table 1 provides a and
Aoy for the case under study.

Table 1. Sound absorption coefficients, o, and
equivalent absorption areas, Aqy, to predict the
reverberation time with Eqgs. 1, 2. Data are
provided by literature and standards [3, 4, 7].

S (m?) a

125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz
Floor 53 0.01 0.01 0.02 0.02 0.02 0.02
Walls 60 0.10 0.04 0.04 0.04 0.04 0.04
Windows 11 0.08 0.04 0.03 0.03 0.03 0.03
Closet 9 0.02 0.02 0.02 0.04 0.04 0.05
Material 1 20! 0.31 0.72 0.85 0.72 0.59 0.54
Material 2 25! 0.37 0.82 0.84 0.82 0.79 0.71

o Aobj

125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz
Chairs 25 0.02 0.02 0.02 0.04 0.04 0.05
Students 202 0.10 0.15 0.35 0.50 0.50 0.55

!Considering 85% of the available ceiling surface.
2Considering 80% of the maximum occupancy for the active conditions.

2.2.2 GA and hybrid DGFEM/GA simulations

Two 3D models of the classroom were created using
SketchUp: one for geometrical acoustics (GA) simulations
with Odeon [8] and the other for hybrid wave/ray-based
simulations (DGFEM/GA) with Treble [9]. The subdivision
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of layers includes the floor, walls, windows, chairs, closets,
and acoustic treatments on the ceiling (Material 1 and
Material 2). The primary distinction between the models
lies in the 3D modeling of each desk-chair pair:

o for GA simulations, each pair was modeled as a
single box (0.4 mx 0.4 m x 0.8 m);
for hybrid wave/ray-based simulations, each
furnishing piece was represented by a double 2D
face.
Windows, and doors were modeled as indentations within
surfaces in the second model (see Fig. 1), as suggested by
the documentation of the hybrid room acoustic simulator.

Material 1 Material 2

Figure 1. View of the 3D models used for GA
simulations (top) and hybrid DGFEM/GA simulations
(bottom).

A parallel calibration process of the 3D models was
conducted, modifying the ceiling material properties while
keeping the same input data for other surfaces. The
calibration criterion was to maintain discrepancies between
measured and simulated reverberation time (729) values
within 10% of the measured values in each octave band
[10].
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3. RESULTS AND DISCUSSIONS

The calibration was performed using the average 7200cc
measured across nine receivers evenly distributed
throughout the seating area (see Fig. 1). The occupied state
defined the acoustic conditions in real-use scenarios [7].
Fig. 2 provides the average reverberation time 7200cc,
derived from measurements, analytical formula (see Egs. 1
and 2), and both numerical models (initial and final values).
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Figure 2. Measured, analytical, GA results, and
hybrid DGFEM/GA results before and after the
calibrations. Reverberation time in occupied
conditions Tao.occ against the frequency in octave
bands. TF is the transition frequency of the hybrid
model (500 Hz).

The absorption coefficients (o) of the final configuration
(models’ calibration) show some discrepancies from those
measured in the reverberation chamber (ISO 354) and those
used in Sabine’s analytical formula (see Table 2). The
results indicate a potential discrepancy of up to 25% in
input data at mid-low frequencies (125 Hz - 500 Hz)
between numerical and analytical models, with lower
discrepancies below 15% at mid-high frequencies (1000 Hz
- 4000 Hz).

Table 2. Measured a (ISO 354), corrected values
for analytical formulas (EN 12354-6), GA input
data (Odeon), and hybrid DGFEM/GA input data
(Treble). In the latter case, the wave-based portion
of the engine employs the estimated materials’
frequency-dependent complex surface impedance.

(23

125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz

_ Measured ~ 0.36  0.85 100 085 069  0.63
£ Analyticalformula 031 0.72 0.85 0.72 0.59 0.54
K GA(fina) 020 055 072 0.6l 050 046

Hybrid (final)  0.16  0.65 074  0.69 059  0.46
_ Measured 044 097 099 097 093  0.83
'§~ Analytical formula 037 0.82  0.84 082 079 071
z GA(fina) 024 063 072 070 067  0.60

Hybrid (final) 036 0.68 072 0.1 069  0.61

5503

These discrepancies can be attributed to various factors:

The inevitable differences in the 3D modeling
choices according to the relative guidelines for
each numerical approach (see Fig. 1).

The effective surface area considered in
different approaches: while the analytical
formula accounts for the reduction of ceiling
surface due to ventilation and lighting
installations (around 15% of the total available
area), simplified 3D models do not include such
details.

The combination of sound-absorbing properties
with further information in numerical models,

i.e., scattering coefficients s, while the
analytical formula’s assumption considers a
diffuse sound field.

The way the scattering coefficient is handled in
different GA approaches, influencing the
calculation of room criteria.
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- The intrinsic uncertainty in comparing o values
directly assigned to surfaces in GA simulations
with o values used to derive complex acoustic
impedances in wave-based simulations. In the
case under study, the DGFEM simulator
estimates a reflection coefficient vector that best
represents the input absorption coefficients,
minimizing the following function.

X - |d - aiuput|2 (3)

Function to be Given by users
minimized

Computed from the
surface impedance model

4. CONCLUSIONS

This work assesses the different input data required for
two acoustic simulation approaches - a ray-based and a
hybrid wave/ray-based engine - to predict the
reverberation time across the frequency in the case of a
rectangular room with non-uniform sound absorption
distribution. By focusing on sound-absorbing air-backed
ceiling tiles, the preliminary results reveal gaps up to
25% between the input data of analytical and numerical
models in the mid-low frequency range (125 Hz - 250 Hz
- 500 Hz) and up to 15% in the mid-high frequency
range (1000 Hz — 2000 Hz — 4000 Hz). The outcomes
suggest the need to consider a significant dispersion
range for o values when comparing input data used
directly in GA simulations with the o values
corresponding to complex acoustic impedances
employed in the DGFEM part of hybrid simulations.
Further research in different test environments is needed
to expand the findings and provide more accurate
recommendations for managing boundary conditions in
hybrid wave/ray-based simulations.
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