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ABSTRACT
This work presents the creation of a novel dataset of im-
pulse responses captured with a 64-capsule microphone
array (Eigenmike 64) positioned at the center of a car
cabin. The dataset was generated to address the grow-
ing demand for realistic acoustic data in automotive au-
dio research, spatial audio systems, and machine learn-
ing applications. Impulse responses were recorded with
sound sources positioned at 8 angular locations around the
car (every 45°), simulating real-world external noise con-
ditions. All measurements were conducted with the car
windows closed, providing a controlled acoustic environ-
ment representative of standard driving conditions. This
configuration enables the study of how sound propagates,
reflects, and penetrates the vehicle’s interior under typ-
ical isolation settings. The primary applications of this
dataset include the simulation of in-vehicle recordings,
enabling realistic testing and validation of audio systems;
source localization, to determine the direction of external
sounds entering the vehicle; spatial filtering, supporting
beamforming and noise suppression techniques; and ad-
vanced driver-assistance systems (ADAS), to improve ex-
ternal sound detection and classification for safety-critical
scenarios. Calibration and validation procedures were ap-
plied to ensure the accuracy and reliability of the dataset.
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This resource provides significant potential for advancing
both academic research and industrial innovation in auto-
motive acoustics.
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1. INTRODUCTION

The increasing integration of advanced audio and sensing
technologies in modern vehicles has amplified the need
for realistic, high-resolution acoustic datasets. Applica-
tions such as in-cabin sound simulation, source localiza-
tion, spatial filtering, and acoustic scene analysis require
precise modeling of how external and internal sounds in-
teract within the vehicle interior [1–3]. In particular, the
development of machine learning models and spatial au-
dio systems for automotive use relies heavily on represen-
tative datasets that capture the complex acoustic behavior
of real-world environments. One of the key challenges in
automotive acoustic research is characterizing how sound
propagates from the exterior into the cabin [4,5]. Realistic
impulse response (IR) data is essential for a wide range of
applications, from training models for direction-of-arrival
(DoA) estimation and beamforming to evaluating signal
enhancement methods and designing perceptually opti-
mized spatial audio systems. Such data also underpins
advanced driver-assistance systems (ADAS) that must re-
liably detect, localize, and classify external auditory cues
under varying acoustic conditions [6, 7].

Several existing datasets have made strides in pro-
viding acoustic data for automotive contexts. For exam-
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ple, the ANIR corpus dataset [8] offers valuable binaural
recordings of background noises and impulse responses
in various driving situations, while other works provide
datasets for audio-visual events in automotive scenarios
[9–11]. However, these resources are often limited ei-
ther in spatial resolution, in the number of source direc-
tions, or in the availability of multichannel measurements
suitable for high-order spatial processing. Furthermore,
while outside the automotive context, several datasets of
measured IRs in high-order ambisonics (HOA) format are
available [12–15], there remains a gap for high-resolution,
three-dimensional spatial audio captured in realistic auto-
motive interiors.

To address these limitations, we present IR64-CAR,
a novel dataset of automotive impulse responses recorded
using the Eigenmike EM64, a 64-capsule spherical mi-
crophone array capable of high-order Ambisonics capture.
The array was positioned at the geometric center of a stan-
dard passenger vehicle cabin, and impulse responses were
recorded from eight equidistant source directions (every
45°) at ear-height level. All recordings were conducted
with the car windows closed, ensuring a consistent acous-
tic environment representative of typical driving condi-
tions. This experimental setup enables detailed analysis
of how external sounds propagate and reflect within the
vehicle’s interior, supporting research into spatial audio
processing, source localization, and in-cabin sound simu-
lation.

The use of a spherical microphone array allows the
dataset to be represented and processed in the spheri-
cal harmonic (SH) domain [16], a powerful mathematical
framework for spatial audio. SH-based techniques enable
efficient and compact representations of the sound field
and are particularly well-suited for spatial filtering, beam-
forming, and source separation [17–19]. Moreover, the
high-order ambisonics data supports virtual microphone
synthesis and spatial rendering, making IR64-CAR a valu-
able resource for researchers and engineers in both audio
signal processing and machine learning domains.

In summary, IR64-CAR offers the following key con-
tributions:

• A comprehensive set of impulse responses cap-
tured in a real car cabin using a high-resolution
spherical microphone array.

• Measurements from eight spatial directions simu-
lating external noise sources around the vehicle,
with full azimuthal coverage at 45° intervals.

• Recordings conducted with the car windows
closed, ensuring consistent acoustic isolation rep-
resentative of typical in-vehicle scenarios.

• Data suitable for spherical harmonic analysis, en-
abling advanced spatial audio processing, source
localization, and beamforming applications.

This paper describes the dataset acquisition process,
calibration procedures, and potential applications, and
provides benchmarks for future work in automotive acous-
tic modeling, source localization, spatial filtering, and in-
vehicle sound simulation.

2. DATASET DESIGN AND ACQUISITION

The IR64-CAR dataset was designed to provide a realistic
and high-resolution representation of how external sounds
interact with the interior of a passenger vehicle. This sec-
tion details the hardware setup, recording conditions, and
procedures used to capture the impulse responses.

2.1 Microphone Array and Recording System

Recordings were made using the Eigenmike EM64 spher-
ical microphone array, which consists of 64 omnidirec-
tional capsules mounted on the surface of a rigid sphere
with a diameter of 8.4 cm. This array supports high-order
Ambisonics (HOA) up to the 7th order, allowing for pre-
cise spatial resolution in three dimensions.

The array was connected to a multichannel audio in-
terface, and signals were recorded at a sampling rate of
48 kHz with a bit depth of 24 bits. The data was stored
as 64-channel WAV files for each measurement, preserv-
ing the raw microphone signals prior to any Ambisonics
encoding.

2.2 Vehicle Environment and Microphone Placement

Impulse responses were recorded inside a 2016 Peugeot
208, a common mid-sized passenger vehicle. All interior
surfaces (dashboard, seats, windows, upholstery) were left
in their standard configuration, and no passengers were
present during recording.

The EM64 array was positioned at the geometric cen-
ter of the cabin, roughly aligned with the midpoint be-
tween the front and rear seats and centered laterally be-
tween the driver and passenger sides. The height of the
array was set at 1.2 m, approximating the ear level of a
seated occupant. Figure 1 shows a photograph of the mi-
crophone positioning inside the car cabin.
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Figure 1. EM64 placement inside the car.

2.3 Recording Environment

The measurements were conducted in an open urban envi-
ronment characterized by relatively low ambient noise and
minimal acoustic reflections from surrounding structures.
Specifically, the vehicle was parked in a large, paved
courtyard adjacent to a university campus, with nearby
buildings located at distances no closer than 90 meters.
This setup provided a practical compromise between a
fully anechoic outdoor setting and a typical urban context.
Figure 2 shows the measurement environment.

Although the location is within a city, the selected
area is notably clear, with unobstructed line-of-sight in
all horizontal directions and reduced pedestrian or ve-

Figure 2. Recording environment.

hicular activity during recording hours. This was essen-
tial to minimize contamination of the impulse responses
with environmental noise or spurious reflections, while
still preserving the realistic boundary conditions that arise
from open-air propagation. Additionally, recording in an
outdoor urban space—as opposed to an anechoic cham-
ber—helps preserve external sound behavior that is rel-
evant to real-world automotive scenarios, such as mild
ground reflections and natural spectral shaping. To further
ensure signal quality, recordings were conducted during
off-peak hours when ambient traffic and background noise
levels were consistently below 35 dBA. Periodic back-
ground noise measurements confirmed that no significant
interference occurred during the acquisition process.

2.4 Sound Source Configuration

To simulate realistic external noise sources, a single loud-
speaker was used to emit excitation signals from eight dis-
tinct angular positions distributed uniformly around the
vehicle at 45 ° azimuth increments (0 °, 45 °,..., 315 °),
as shown in Figure 3. The elevation angle was fixed at 0°,
corresponding to a horizontal plane relative to the car.

The loudspeaker was placed at a distance of 1.5 m
from the front and rear vehicle boundary, following a cir-
cular shape and aligned such that it was facing the center
of the car. A logarithmic sweep was used to excite the
environment, enabling the extraction of the impulse re-
sponse via deconvolution [20].

2.5 Acoustic Conditions

All impulse responses in the IR64-CAR dataset were
recorded with the car windows and doors fully closed.
This configuration represents the most common acous-
tic condition encountered during everyday driving and en-
sures a consistent and controlled environment for all mea-
surements. Recording under sealed-cabin conditions al-
lows for a focused study of how external sounds propa-
gate into and interact with the interior space of a vehicle
with standard acoustic isolation. This setup also facili-
tates the development and evaluation of audio process-
ing algorithms—such as beamforming, source localiza-
tion, and in-cabin sound simulation—under realistic and
reproducible conditions.

2.6 Calibration and Data Processing

Prior to recording, a calibration procedure was performed
to ensure consistent playback levels across all loudspeaker

6387



11th Convention of the European Acoustics Association
Málaga, Spain • 23rd – 26th June 2025 •

positions. The excitation signal used for the measure-
ments was a logarithmic sine sweep, which is a widely
adopted technique for obtaining high dynamic range im-
pulse responses with robust separation of linear and non-
linear components. The sweep was pre-equalized to com-
pensate for the loudspeaker’s frequency response and was
played back at a level ensuring a signal-to-noise ratio
above 30 dB inside the cabin.

Impulse responses were extracted from the recorded
signals using deconvolution of the sweep with its time-
reversed version. This method produces a clean impulse
response with minimal artifacts and allows for the sepa-
ration of harmonic distortion components, which appear
temporally after the linear impulse response. Each ex-
tracted IR was trimmed to a length of 1 second to preserve
the full decay of reflections within the cabin.

To ensure the quality and consistency of the dataset,
the frequency response of each impulse response was an-
alyzed across all microphone channels immediately af-
ter each measurement. This verification step involved
inspecting the spectral magnitude of the responses to
confirm uniformity and to detect any anomalies such as
spectral nulls, clipping artifacts, or unexpected devia-
tions across the array. Measurements exhibiting irregular-
ities—due to environmental noise, loudspeaker misalign-
ment, or technical issues—were repeated. This procedure

Figure 3. Measured source positions.

ensured that the dataset maintained a high standard of re-
liability suitable for spatial analysis and machine learning
applications.

2.7 Data Format and Availability

The dataset is provided as raw 64-channel WAV files for
each measurement, containing the impulse responses cap-
tured by the spherical microphone array. Each file corre-
sponds to one source azimuth direction under consistent
recording conditions. Metadata files accompany the au-
dio recordings and specify the azimuth angle of the sound
source, the recording parameters, and additional session
information.

The complete dataset and accompanying doc-
umentation will be made publicly available at
https://zenodo.org/records/15168578 upon publica-
tion.

3. VALIDATION AND ANALYSIS

To ensure the reliability and scientific utility of the IR64-
CAR dataset, a series of validation and analysis proce-
dures were conducted. These focused on assessing the
acoustic characteristics of the recorded impulse responses,
verifying measurement consistency across channels, and
confirming the spatial diversity of the dataset. This section
presents several representative analyses, including energy
decay metrics, frequency-domain inspection, and spatial
response patterns.

3.1 Energy Decay and Reverberation Analysis

Although the car cabin is a small and acoustically damped
environment, time-domain energy decay profiles can pro-
vide valuable insight into the reflective characteristics of
the space. Figure 4 shows T20 reverberation time es-
timates computed from octave-band-filtered impulse re-
sponses across several source directions.

The estimated T20 values exhibit short decay times,
as expected for an enclosed vehicle cabin, typically below
300 ms across most frequency bands. Slight variations
are observable between source directions, particularly at
mid-frequencies (e.g., 500 Hz to 2 kHz), which are consis-
tent with the dimensions of typical vehicle cabins and the
differential absorption characteristics of materials such as
upholstery, glass, and plastic surfaces.

These measurements serve as a quantitative descrip-
tion of the vehicle’s acoustic response and may inform
simulations or perceptual models.

6388



11th Convention of the European Acoustics Association
Málaga, Spain • 23rd – 26th June 2025 •

103 104

Frequency (Hz)

0.05

0.1

0.15

0.2

0.25

0.3

T
2
0
 (

s
)

0º

45º

90º

135º

180º

225º

270º

315º

Figure 4. T20 reverberation time estimates for mul-
tiple source directions. Values were calculated using
the backward integration method applied to octave-
band filtered IRs.

3.2 Channel Consistency and Frequency Response
Uniformity

The Eigenmike EM64 array consists of 64 closely
matched omnidirectional microphones. To validate the
uniformity of the recordings across channels, we com-
puted and plotted the magnitude response of each micro-
phone channel in response to the same excitation. Fig-
ure 5 shows overlaid frequency responses for all 64 chan-
nels, derived from the Fourier transform of the impulse
responses corresponding to a single source direction.

As shown, the responses exhibit strong consistency
across the array, with only minor variations attributable
to physical positioning on the sphere and small sensitivity
differences among the microphones. No channels exhib-
ited spectral anomalies or dropouts, confirming the over-
all calibration integrity and the reliability of the recorded
data.

3.3 Impulse Response Shape for Lateral Directions

To further illustrate the spatial characteristics of the
dataset, Figure 6 shows example time-domain impulse re-
sponses from lateral source directions at 90° and 270°
azimuths for microphone 4, located almost zenith to the
sphere. The direct-path peaks are clearly visible, followed
by early reflections and decay patterns specific to each di-
rection.

Figure 5. Frequency responses across all 64 chan-
nels for a representative source direction (90o). The
responses show strong coherence, indicating a high-
quality recording with consistent microphone behav-
ior.

Differences in the timing and energy distribution of
these responses highlight the spatial asymmetry of the
car cabin and underscore the relevance of directionally
resolved data for applications such as beamforming and
source localization.

3.4 Directional Spectral Energy Distribution

Finally, to assess how energy varies across directions and
frequencies, we computed a directional spectral energy
map by integrating the energy of each impulse response
in third-octave bands and plotting it as a function of az-
imuth. Figure 7 illustrates these energy distributions for
selected frequency bands.

Some lateral symmetry can be seen with respect to
the source positions, for example between the position at
90º and 270º, between 45º and 315º or between 135º and
225º. The observable differences between symmetrical di-
rections are produced by the asymmetrical elements inside
the vehicle.

The plots reveal meaningful direction-dependent
spectral patterns. For instance, low-frequency energy
tends to be more evenly distributed, while mid- and high-
frequency bands exhibit stronger directionality, likely in-
fluenced by geometric occlusions and material absorp-
tion. Such insights are relevant for designing spatial fil-
ters, training machine learning models for directional per-
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Figure 6. Impulse responses for two lateral source
directions (90° and 270° azimuth). Differences in
early reflection structure are visible, reflecting cabin
asymmetry.

ception, or evaluating in-car playback systems.

4. CONCLUSIONS

In this work, we presented IR64-CAR, a novel dataset
of impulse responses captured with a high-order spher-
ical microphone array inside a real passenger vehicle.
The dataset fills an important gap in the field of automo-
tive acoustics by providing high-resolution, spatially de-
tailed recordings suitable for applications such as source
localization, spatial filtering, in-cabin sound simulation,
and machine learning for advanced driver-assistance sys-
tems (ADAS). Analyses of energy decay, channel consis-
tency, and directional spectral energy distributions con-
firm the acoustic realism and spatial diversity of the col-
lected data. However, several limitations must be ac-
knowledged. First, the dataset was recorded under a sin-
gle set of acoustic conditions — with the vehicle station-
ary, windows closed, and in a quiet urban environment
— which may not capture the full variability encountered
in real-world driving scenarios. Additionally, recordings
were conducted using only one vehicle model and at a
fixed source distance and elevation, limiting the diversity
of cabin geometries and external noise conditions repre-
sented. Future work will focus on expanding the dataset to
include multiple vehicles of different types, dynamic con-
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Figure 7. Spectral energy per direction across sev-
eral frequency bands, averaged over microphone
channels. Directionality increases with frequency,
due to acoustic shadowing and cabin geometry.

ditions with moving sources, and varying cabin configura-
tions such as partially open windows. Further extensions
may also involve recording under different environmental
settings (e.g., rain, traffic) and adding more diverse source
types and distances.
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