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ABSTRACT

Auralizations of virtual scenes have become increasingly
realistic in recent years, as respective sound propagation
models and hardware platforms have made significant ad-
vances. 3D models of environments and digital twins have
become more readily available due to the increasing adop-
tion of digital planning methods, such as building infor-
mation modeling (BIM). Here, auralizations offer great
potential to experience the noise immissions of different
scenarios. Despite their proven usefulness for public par-
ticipation or psychoacoustic evaluation, there remains a
deficiency in methodology to realistically simulate com-
plex moving sound sources. For this reason, we present a
new measurement-based approach to obtain highly realis-
tic sound source models of moving vehicles. First, the ve-
hicle is recorded with a microphone array to extract short
audio signals from its dominant noise emissions through
beamforming. To ensure robust source separation even at
high velocities, we present an IP based microphone ar-
ray that allows for high channel counts and flexible geo-
metrical arrangements. The dominant emissions are then
modeled as point sources. Their emission signals are cal-
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ibrated, spectrally corrected, and extended in time using
algorithms that ensure both physical and perceptive plau-
sibility.
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1. INTRODUCTION

In the planning of new railway lines, conflicts between
local residents, operators, and other stakeholders regu-
larly result in delays of several years. In particular, con-
cerns regarding excessive noise exposure pose a signifi-
cant threat to public acceptance. Modern simulation tech-
nologies make it possible to demonstrate future acous-
tic immissions realistically in advance, providing experts
and laymen alike with an intuitive understanding of an-
ticipated changes. Within our research project EAV-Infra,
methods are being developed to convey acoustic changes
in an intuitively comprehensible manner. In addition to
the development of psycho-acoustic parameters for the
subjective characterization of railway noise emissions [1]
and the integration of acoustic calculations into digital
planning environments, sound propagation models and
sound source models are also being created for realis-
tic spatial auralizations. This publication focuses on a
novel method for measurement-based modeling of mov-
ing sound sources, which may consist of potentially nu-
merous partial sources. A team of researchers developed
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an alternative approach that follows a synthetic method-
ology whose main focus is on wheel-rail emissions [2].
However, this cannot be applied to other prominent sound
sources that are dominant especially at higher velocities.
The use of microphone array measurements for spatially
accurate detection of railway noise has been a subject of
research for several years [3, 4]. However, such investi-
gations have typically emphasized the technical charac-
terization of sound sources, whereas the reproduction of
acoustic emissions in simulation environments has been
considered to date primarily in theoretical terms [5]. We
propose a new approach for the creation of digital acous-
tic models of complex moving sound sources. Chapter 2
outlines the methodology employed. First, a novel hard-
ware concept for microphone arrays is introduced, en-
abling flexible, synchronous transmission of extremely
high channel counts. Subsequently, the procedure for
computing sound source models from recordings obtained
with this sensor system is presented. Chapter 3 describes
the practical application of the method using the example
of a high-speed ICE 4 train that was recorded on a German
railway track.

2. METHODOLOGY

2.1 Microphone Array Development

2.1.1 Electrical and Mechanical Design

The microphone array system is composed of both electri-
cal and mechanical designs that integrate network based
transmission of audio signals, control data and power.
The electrical and mechanical structure is centered around
two printed circuit boards (PCB). The primary PCB is of
octagonal design with a diameter of 45 cm and accom-
modates 64 MEMS microphones and essential peripher-
als. The microphones are arranged according to an opti-
mized Underbrink spiral geometry [6] specifically tailored
for railway noise analysis. Each microphone contains its
own analog-to-digital converter. The smaller secondary
control PCB manages power distribution, control signals,
and network connectivity using standard RJ45 connec-
tors. The board interfaces with the main PCB through a
pin header. Part of the main PCB design are eight dedi-
cated integrated circuits (ICs) responsible for converting
the pulse-density modulated signals from groups of eight
microphones into pulse-code modulated data streams. The
ICs receive their clock signals from a field-programmable
gate array (FPGA) module located on the control PCB
via buffered clock lines. The audio clock synchronization

across the microphone array is centrally managed by the
FPGA, which in turn synchronizes to the time server over
the IP network. Audio data is likewise transmitted over
IP protocols. Control data communication occurs through
the I²C protocol, while bidirectional serial data exchange
for device configuration and control utilizes either USB
or TCP/IP [7]. Power is delivered to the array through
the use of Power over Ethernet (PoE). The entire PCB as-
sembly can be fastened to tripods and other mechanical
components via multiple mounting holes. In order to min-
imize wind effects and vibrations, each microphone array
can be installed in a specially designed, doubly suspended
windshield. Figure 1 shows a rendering of the primary
PCB.

Figure 1. Rendering of the primary PCB.

2.1.2 Data Transmission

The system leverages audio streaming and synchroniza-
tion via standard IP networks, ensuring interoperability,
scalability, and efficient data management. The audio
transmission relies on the AES67 [8] standard, which
facilitates Audio-over-IP interoperability by providing a
method for transmitting digital audio across IP-based net-
works. AES67 utilizes the User Datagram Protocol
(UDP) [9] as its transport mechanism, either in multi-
cast, or unicast setups. To achieve robustness and mitigate
potential packet losses inherent to UDP, the system inte-
grates Quality of Service protocols. In practice, Differ-

6550



11th Convention of the European Acoustics Association
Málaga, Spain • 23rd – 26th June 2025 •

entiated Services Code Points [10] are used to prioritize
audio and synchronization packets within heterogeneous
environments. The array system is synchronized to other
AES67 servers and clients by the Precision Time Protocol,
Version 2 (PTPv2), compliant with the IEEE 1588-2008
standard [11]. Revision 2023 of AES67 further requires
IEEE 1588-2019 compatibility. PTP ensures accurate and
coherent clock alignment across networked devices by es-
tablishing a common timing reference via a hierarchical
structure comprising different clock types. This approach
enables time-aligned transmission and synchronized au-
dio data reception, which is necessary for beamforming
and other acoustic localization applications. Therefore,
the synchronized and time-aligned parallel operation of
multiple arrays in conjunction is made feasible. The Real-
Time Transport Protocol (RTP) [12] is responsible for the
audio data transport, embedding timestamp and sequence
numbering information in the packets. The timestamps
allow for stream synchronization at the receiver, while
sequence numbers enable reordering of packets, as well
as detection of packet loss. Session management within
AES67 is performed using the Session Description Pro-
tocol [13], which facilitates the exchange and negotiation
of audio stream parameters, such as codec configurations,
IP addresses, sample rates, and synchronization settings.
Although AES67 itself does not specify device discovery
and advertisement methods, the Session Announcement
Protocol [14] has been adopted by most vendors to sim-
plify device management within an AES67-enabled net-
work.

2.1.3 Operation of Multiple Arrays in a Network

As explained above, the operation of multiple arrays in
parallel is an inherent feature of the system architecture,
therefore only the definition of the multi-array geometry
and its mechanical construction had to be considered. A
multi-array setup extends the lower frequency limits of
the array aperture. The geometry was influenced by the
decision to limit the number of sub-arrays to 5, as exper-
imental testing showed that the required spatial sampling
bandwidth could be sufficiently realized. Further genera-
tive optimizations led to the geometry depicted in 2, where
each sub-array is located on one of the vertices of a regular
pentagon. Mechanically, each windshield is attached to an
aluminum profile through 3D-printed mounting brackets.
The profiles are then fastened to a steel plate, which in
turn can be mounted on standard tripods with a TV spigot.
The setup is depicted in figure 2.

Figure 2. Configuration of five arrays.

The array network can be treated like a single array,
with each sub-array acting as an individual AES67 node.
This results in a total of 320 microphones, as each sub-
array comprises 64 sensors. The 320 audio signals are
then transmitted to a computer through a central switch
that connects all nodes. Although many AES67 devices
can act as the so-called PTP grandmaster, we deploy a
dedicated PTPv2 time leader within the system. This
grandmaster acts as the common time reference for all
nodes. In total, the system is therefore comprised of 5
arrays, a PoE-enabled switch, a PTP grandmaster and
a computer. The latter receives the 320 signals as per
AES67 through a virtual soundcard. The term describes
a software solution that handles the AES67 interfacing on
common network cards. The individual signals can then
be recorded through audio frameworks specific to the host
operating system, such as Steinberg ASIO on Microsoft
Windows, or ALSA on Linux. Synchronization error be-
tween sub-arrays is a key parameter in a multi-array sys-
tem. All sensors need to be clocked synchronously and
errors manifest themselves in phase uncertainties, result-
ing in localization errors. When measuring clock offsets
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between sub-arrays, we found the maximum error to be in
the order of about 70 nanoseconds. Assuming a sinusoid
signal, the resulting maximum radian phase error can be
calculated as:

Errorϕ ≡ ∆ϕmax = 2π · f · toffsetmax (1)

With frequency f in Hertz and toffsetmax describing the
maximum offset in seconds. Assuming an upper limit of
hearing of 20 kHz, the maximum phase error thus trans-
lates to about ± 0.504 degrees:

∆ϕmax = 2π · 20 kHz · 7× 10−8 s (2)
≈ 0.008796 rad (3)
≈ 0.504 deg (4)

2.2 Sound Source Modeling

2.2.1 Measurement Setup

In order to capture trains adequately for the presented
method, we use the network of five microphone arrays
described in 2.1.3 for sound source separation based on
acoustic beamforming. Additionally, we use a free-field
compensated measurement microphone to get a reference
of the pass-by sound pressure levels and a dummy head
for binaural reference signals, which serve for validation
purposes. A camera placed in the center of the array net-
work allows for the superposition of the acoustic map with
actual images of the sound sources and can be used to cal-
culate the source velocity. All sensors are placed equidis-
tantly from the track.

2.2.2 Array Signal Processing

In the first step, the microphone array signals are cali-
brated in amplitude and the spectrally corrected, which
is mainly necessary to reduce the influence of the pressure
build-up effect at higher frequencies due to the rigid PCB
surface. For the spectral correction, a sine sweep mea-
surement is performed for each sub-array and a measure-
ment microphone. The magnitude of each microphone is
aligned to the magnitude of the measurement microphone
which is assumed to have a sufficiently flat magnitude re-
sponse. This is done with a linear phase third-octave filter
bank so that the phase relations remain unchanged for the
later beamforming processing.
In the next step, delay and sum beamforming is performed
with a moving grid to account for the source velocity and
to eliminate the Doppler shift. The beamforming algo-
rithm is performed block-wise with an overlap of 50% be-
tween neighboring windows. This procedure is similar to

the one described in more detail in [5]. The delay and sum
algorithm is calculated using Acoular, an optimized and
established Python framework for acoustic beamforming
developed at TU Berlin [15, 16]. Longer block-lengths
result in longer output signals and therefore reveal more
information about the sources, but extreme off-center an-
gles induce uncertainties due to the horizontal source di-
rectivities and a reduced beamforming performance. The
option of performing a CLEANT deconvolution [17] on
the resulting acoustic map has been investigated to mini-
mize the influence of side-lobes of the arrays’ frequency
dependent point spread function but has been found to
negatively influence the quality of the resulting audio sig-
nals, although it offers great advantages for different use
cases. The camera, which visually captures the moving
sound source from the center of the microphone array,
is synchronized with the audio signals. The single pic-
tures are cropped horizontally, with a width according to
the source motion per frame, and stitched together to ob-
tain an image of the complete source which can be over-
lapped with the acoustic map. The beamforming results
are stored in two ways: A broadband version that covers
the entire audible frequency range is used for extracting
the actual audio signals which are used as a basis for the
partial sound sources. A band-limited version that con-
tains only higher frequency components of around 4 kHz
upwards is used to generate the acoustic map by fading
the single frames of each block into each other. This map
is used to analyze the SPL maxima and their geometrical
positions to define adequate point source locations. While
the visual, band-limited beamforming map is calculated
with a fine grid size to get as many details as possible,
the wide-band beamforming map has a rougher grid size
as the real sources have a certain spatial extent beyond
the idealized point source representation and their signals
should be captured within single pixels of the grid at the
best.

2.2.3 Signal Prolongation

Depending on the speed of movement of the sound source,
the beamforming provides only short audio signals of the
estimated partial sound source locations. However, for the
simulation of the partial sound sources, an arbitrarily long
emission signal is needed. Simple looping does not suf-
fice, as repetitive sounds without variations are perceived
as strongly artificial. Thus, several approaches were tested
to generate an adequate emission signal. In a vocoder-
based approach, a multiband energy envelope was derived
from the short audio signal, which was then transferred
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onto white noise as a carrier signal. However, white noise
could not authentically capture the detailed timbre of the
audio signal. In another approach, linear extrapolation
was implemented as described by Kauppinen et al [18].
Convincing results are achieved if enough samples are
provided, however it is computationally expensive. An-
other method commonly used in media production con-
texts such as sound design is called granular synthesis.
Grains, which are audio excerpts of a random duration
between 40 and 70ms, are randomly selected from the
beamforming result. The emission signal is then gener-
ated by randomly placing the layered grains in time. This
approach also achieved convincing results. It captures the
texture of the original sound, which is reflected in both
the spectrum and the acoustic evaluation. However, pe-
riodic details and transients are often washed out by the
layering of the grains. For trains as sound sources, this
tradeoff seemed acceptable, as the noise is predominantly
perceived as static. Its fast computation enables flexibility
during testing. Thus, this algorithm was chosen for evalu-
ation and processing purposes.

2.2.4 Source Model Correction Based on Simulations

With the prolonged beamforming results as emission sig-
nals the sound source models are completed by assigning
basic directivities. By defining Af ∈ [0..1] for frequency
f , the directivity sf depending on the angle of incidence θ
is defined as:

sf(θ) = Af +Bf · cos θ (5)
with Bf = 1−Af (6)

This allows for frequency-depended directivity rang-
ing from omnidirectional for Af = 1 to a dipol for
Af = 0. For the wheel-rail-contact for mid to high fre-
quencies a figure-8 pattern is chosen in coherence with
the Schall 03 [19]. Based on assumption the directiv-
ity for lower frequencies tends towards omnidirectional-
ity. To evaluate the sound source models the original
sound event is simulated and compared to the reference
recordings. For the simulation, a basic sound propaga-
tion model is applied: Ground reflections are simulated as
mirror sound sources with a frequency-dependent reflec-
tion factor in accordance with the dataset of the software
CATT-Acoustic for 100mm gravel floor. The Doppler ef-
fect is simulated with a delay line. The amplitude is cor-
rected depending on the distance r with a factor of r−1.
Dissipation is taken into account according to the norm
ISO 9613-1 [20]. For the binaural rendering a spherical

far field HRIR from Bernschütz [21] was used. The sound
source models are then adjusted by comparing the simula-
tion to the reference. Most importantly, the spectra of the
emission signals are corrected by a spectral comparison
between the simulation and the reference.

3. PRACTICAL APPLICATION

3.1 Procedure

Figure 3. Measurement setup for capturing trains for
sound source modeling.

The presented method was tested in practice by per-
forming a measurement at the railway line 6107 in Ger-
many just outside the city of Stendal. The site offered
near free-field conditions without other prominent sound
sources other than the trains (figure 3). The sensors were
placed as close as possible to the track at a distance of
11.0m. A high-speed train, the ICE 4, was captured with
a velocity of 179.2 kmh−1 and serves as the subject of
our investigation. For the sound source modeling, we cal-
culated the beamforming results with a blocksize of 12m.
For the geometrical analysis based on the acoustic map
we used a grid size of 0.2m and for the spatial filtering of
the actual audio signals we used a grid size of 1m which
result in a length of 241ms before the prolongation. The
trains consists of eleven center coaches, one of which has
a pantograph and two end cars. The resulting acoustic
maps are depicted in figure 4. Every bogie of the train as
well as the pantograph are clearly recognizable and mod-
eled as point sources. However, the measurement config-
uration does not allow to clearly separate the individual
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wheels in every pair. Aerodynamic sound sources are less
suitable to be viewed as point sources but need to be con-
sidered as well at higher velocities. Sound pressure max-
ima occur at higher elevations mainly at the transitions
between the single cars. As a matter of simplification they
are also modeled as point sources at a height of 4.3m.

3.2 Validation

Figure 4. Sound pressure level map of captured
ICE 4 train for frequencies from 4 kHz upwards (top:
front of the train, bottom: pantograph emissions).

The simulation shows good agreement with the mea-
surement regarding both analytical and subjective evalu-
ation. With the spectral correction of the sound source
models as described in section 2.2.4 the simulation’s spec-
trum almost perfectly matches the original pass-by mea-
surement, as figure 5 shows. Regarding the energy of the
signals, figure 6 shows that both the maximum SPL and
the mean SPL match closely. Over time, the energy peaks
caused by the passing wheel-rail contacts seem to match
and generally align as well. This suggests a general ad-
equacy of the location and the number of the simulated
sound sources. Compared to the measurement, the sim-
ulation shows a slightly stronger drop in energy between
sound sources. This is probably caused by using strict
point source models for only the main points of emission.
A higher number of sound source models might achieve
a higher precision, while possibly also introducing new
challenges. The similar steepness of the rising and falling
edge of the pass-by suggests a general appropriateness of
the directivity of the sound source models. Informal lis-
tening tests by expert listeners confirm the results of the
analytical evaluation. The loudness curve matches well,
with regards to both the steepness of the edges at the be-
ginning and end of the pass-by, and for the drops between
the sound sources. The overall frequency distribution is
perceived identical during the pass-by. Furthermore, the
texture and coloration of the sound of the train are gener-

ally well captured. A slight coloring might be attributed to
the granular synthesis prolongation procedure. Still some
differences between the measurement and the simulation
could be identified. The tonal component of the train noise
seemed to be more prominent in the simulation, while the
measurement seemed to include more noise components.
This might be caused by aerodynamic noises, as they are
highly prominent for high speeds, but can be modeled
with point sources only to a limited extent. Before the
pass-by there seems to be a soft rise in high frequencies,
with a corresponding soft drop in frequencies after the
pass-by. This could be caused by static rail noises, which
are not included in the simulation. While already being
very positively evaluated, the identification of differences
by analytical and subjective evaluation is a valuable and
effective means to further refine and adapt the simulation.

4. CONCLUSION

We presented a new measurement-based approach to au-
ralize the pass by of a vehicle through extracting domi-
nant emissions via beamforming and creating correspond-
ing source sound models to acoustically simulate the orig-
inal measurement. A network of proprietary IP based mi-
crophone arrays was used for recording. Using the afore-
mentioned signal processing techniques, we extracted the
sound source models and adapted the simulation, finally
resulting in a perceptively convincing and physically plau-
sible auralization of the original sound event. In future
applications, geometrically optimized microphone distri-
bution, as well as larger array networks, will further im-
prove the performance of the source separation. Since
the process was validated with the measurements it was
based on, further research would be particularly enriching.
The method used could be tested on new train configura-
tions, different acoustic environments, and various sound
sources to evaluate its general applicability.
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Figure 5. Comparison of spectra during pass-by.
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