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ABSTRACT

The Spatial Audio Quality Inventory (SAQI, Lindau et al.
2014 [1]) defines a comprehensive list of attributes for
quality assessment of spatial audio. These attributes are
traditionally used in perceptual experiments. However,
automatic evaluation is a common alternative to assess
spatial audio algorithms by means of acoustic recordings
and numerical methods. This study aims at bridging the
gap between perceptual evaluation and automatic assess-
ment methods. We performed a focused literature review
on available auditory models and proposed a list to cover
the attributes in SAQI based on self-imposed selection cri-
teria, such as binaural compatibility. The selected models
are publicly available and ready to be used in automatic
assessment methods. This Spatial Audio Models’ Inven-
tory (SAMI) could serve as relevant metrics to train and/or
optimise machine-learning and deep-learning algorithms
when the objective is to improve the perceived quality
of reproduction in spatial audio applications. Moreover,
SAMI composes a benchmark to challenge novel models.

Keywords: Spatial audio, auditory models, inventory

1. INTRODUCTION

Spatial audio reproduction aims at delivering three-
dimensional characteristics of an acoustic scene to the lis-
tener [2]. Spatial features are typically achieved by means
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of a loudspeaker array around the listener or by adding lo-
calisation cues, from the filtering of the head and torso,
to headphone reproduction. Adoption of spatial audio is
key to enhance immersion, e.g. for virtual and augmented
reality experiences, and spatial awareness when hearing
aids or hearing protectors are worn [3,4].

The Spatial Audio Quality Inventory (SAQI) [1] pro-
vides a comprehensive list of perceptual attributes relevant
to evaluating spatial audio quality. The SAQI attributes
result from an exhaustive expert group study and include
a number of attributes traditionally used in psychoacous-
tic experiments. However, with the increasing interest in
automated evaluation methods, there is a growing need
for models that predict perceptual assessment with com-
putational approaches. A recent study identified relevant
models to estimate sound quality attributes of mono sig-
nals [5]. Adopting a similar approach, this study identifies
models for spatial audio quality assessment that align with
SAQI attributes. The result is the Spatial Audio Models’
Inventory (SAMI), which provides a catalogue of mod-
els to capture essential perceptual attributes in automated
workflows. SAMI aims at facilitating automated spatial
audio quality assessment.

2. SPATIAL AUDIO ATTRIBUTES AND MODEL
SELECTION METHODOLOGY

The 36 SAQI attributes are listed in Table 1, together
with a summary of the outcome of this review. For each
attribute, we selected a model to facilitate the introduc-
tion of auditory models in numerical assessment meth-
ods. This model selection aims at leveraging the model
performance with its ease of use; it does not aim at as-
sessing which is the best model for each attribute. The
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model selection is performed based on four criteria. First,
preference is given for models for which code is publicly
available. Second, it must have been validated against
psychoacoustic data. Third, preference is given to mod-
els that are able to process binaural signals. And fourth,
preference is given to simple models, since they are gen-
erally preferred unless the increased complexity is needed
to fit the purpose [6]. We additionally ranked the level of
suitability of the models using a numerical scale:

¢ Lvl. 0 - no model available;

e Lvl. 1 - no implementation available but the litera-
ture suggests how to compute it;

e Lvl. 2 - the model provides means to estimate the
attribute, but it is not explicitly estimated;

e Lvl. 3 - the model output captures the attribute but
may not isolate it from other attributes;

e Lvl. 4 - the model explicitly estimates the attribute.

The SAMI focuses on single-source static scenes and
comparisons against an explicit reference, thereby ex-
cluding models that consider listener or source motion,
or comparisons to implicit, inner references. In rela-
tion to the latter, the artifact-related attributes were ex-
cluded. Determining whether a difference is due to an
artifact (i.e. which are defined as unintended in [1]) re-
lies on a high-level understanding of the signal that au-
ditory models may lack. Moreover, multi-modal and/or
highly multi-dimensional attributes, such as ‘responsive-
ness’, ‘tactile vibration’, ‘naturalness’, ‘presence’ and
‘degree-of-liking’, and ‘other’ were also excluded.

3. SAMI MODELS

The following paragraphs introduce the selected models
for each attribute, grouped by the SAQI categories shown
in the first column of Table 1. Some of the attributes were
grouped to avoid redundancy in the definitions.

3.1 Difference

The “difference” is intended as an integrative audio qual-
ity measure that characterises dissimilarities between au-
dio samples. The presence of differences enables study-
ing the contribution of the more specific attributes. Sev-
eral models address such integrative measures by aggre-
gating monaural and binaural cues to estimate timbral
and spatial quantities. In [23], based on [24], a data
driven approach was introduced which computes spatial
and timbral quality separately and weights them according
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Table 1: Summary of the models suggested for the
SAQI attributes. If the code is included in a toolbox,
it is written in parenthesis. The last column refers
to the level of suitability according to Sec. 2. The
greyed-out attributes are considered out of scope (see
Sec. 2). (*) Tested for RIRs only. (M) The model
uses monaural inputs.

\ | SAQI ATTRIBUTE | AUDITORY MODEL [ Lyl |
‘ ‘ Difference ‘ eurich2024 [7] ‘ 4 ‘

Tone color (bright dark) 3
High-frequency tone color . 3

° Mid-frequency tone color mekenzie2025 [8] (AMT) 3

8 Low-frequency tone color 3

E Sharpness DIN 45692:2009-08 [9] (SQAT) | 4 (M)
Roughness daniel1997 [10] (SQAT) 4 M)
Comb-filter colouration . 3
Metallic tone color mekenzie2025 8] (AMT) 3

_ | Tonalness | terhardt1982 [11] (SQAT) [4V) |

2% [Pitch kim2018 [12] 4 M)

L=
Horizontal direction dietz2011 [13] (AMT) 4
Vertical direction 4

2 [ Front-back position baumgartner2014 [14] (AMT) 7

g Distance georganti2013 [15] (AMT) 4

3 Depth 0

o Width klockgether2014 [16] 1
Height 0
Externalization 1i2020 [17] (AMT) 4
Localisability barumerli2023 [18] (AMT) 2
Spatial disintegration 0

£ Level of reverberation klockgether2014 [16] 1

g Duration of reverberation osses2017 [19] 4 (M)

~ Envelopment klockgether2014 [16] 1
Pre-echoes . 2%

§ Post-echoes jiiterbock2023 [20] o

B Temporal disintegration 0

E Crispness moore2018 [21] (AMT) 2

5 Speed 0

E Sequence of events 0

Lo Loudness 4

§§ Dynamic range moore2018 [21] (AMT) 2

A Dynamic compression effects 2

)

2

=

=

<<

= Clarity Cs0/ Cso

% Speech intelligibility lavandier2022 [22] (AMT)

6}

to a perceptually-motivated measure. In [7], an auditory
model with one monaural and one binaural path estimates
the overall difference as the largest when comparing the
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two paths. Both [23] and [7] are equally good candidates
from a performance point of view. The latter was selected
since it is available in the Auditory Modelling Toolbox
(AMT) [25], toolbox that contains several models selected
for the SAMI.

3.2 Timbre-related attributes

Timbre is a multidimensional psychoacoustic attribute
that allows differentiating two sounds with the same pitch,
loudness,spatial location, and duration [26].

Tone colour: Six SAQI attributes are included under
“tone colour”: 1) tone colour bright-dark, 2) high-, 3) mid-
and 4) low-frequency tone colour, 5) comb-filter coloura-
tion and 6) metallic tone colour. Despite the differences
in their definitions, all these attributes refer to spectral dif-
ferences between a target and a reference sound.

Models that estimate colouration focus on quantifying
differences in the magnitude spectrum, in most cases pro-
cessing the target and the reference sounds with a periph-
eral auditory model. Most binaural colouration models
are based on the Composite Loudness Level (CLL) model
introduced in [27]. This CLL model computes the spe-
cific loudness of the target sound, i.e. the loudness as-
sociated with each auditory filter, e.g. at the output of
a Gammatone Filterbank [28]. Then, it compares it to the
specific loudness of the reference for each frequency band.
The colouration is then estimated by integrating the differ-
ences over frequency bands and over ears. A model intro-
duced recently outperformed previous colouration models
on predicting perceptual data [8]. The model will be avail-
able in the next release of the AMT [25].

Sharpness: Defined as the “timbral impression which
e.g., is indicative of the force with which a sound source
is excited” [1]. Sharpness is associated with the cen-
ter of gravity of the spectrum of a sound, with sharper
sounds associated with a higher center of gravity [29].
The sound level also seems to affect the sharpness, but
not prominently. A model proposed in [29] measures the
sharpness by a weighted integration of the specific loud-
ness over frequency bands divided by the total loudness.
This model was adopted in the DIN 45692:2009-08 stan-
dard [9]. Despite the simplicity of this approach, it was
shown to provide fairly accurate estimates [30]. Its im-
plementation is available in the Sound Quality Analysis
Toolbox (SQAT ') [5,31]. Note that this model is monau-
ral.

"https://github.com/ggrecow/SQAT
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Roughness: Defined as “timbral impression of fierce
or aggressive modulation/vibration” where “individual os-
cillations are hardly distinguishable” [1]. Conceptually,
roughness is easily explained for a pair of tones that are
within a frequency distance of about 15 < A f < 300 Hz,
which cause an unpleasant amplitude modulation [29].
Models of roughness typically compute the modulation
depth of the acoustic signal for each auditory frequency
band, and integrate over frequency to estimate the rough-
ness [10, 32, 33]. The model from [32] seems to corre-
late well with perceptual roughness according to [10]. A
MATLAB implementation is included in SQAT [5, 31].
Note that this model is monaural.

3.3 Tonalness-related attributes

Tonalness is the attribute that is rated low for noisy sounds
and increases for sounds with prominent tones [30].

Tonalness: Defined as “perceptibility of a pitch in
a sound” [1]. A model introduced in [34] estimates
the tonalness from the estimated bandwidth, central fre-
quency and level of each tonal component identified using
the algorithm proposed in [11]. The model implementa-
tion is available in SQAT [5,31]. Note that this model is
monaural.

Pitch: Defined as “The perception of pitch allows ar-
ranging tonal signals along a scale ‘higher — lower” ” [1].
Two theories of pitch perception have been traditionally
studied [35]. The first one assumes that the pitch is ex-
tracted from a spectral analysis of the acoustic informa-
tion (place theory, referring to the place of maximum ex-
citation of the basilar membrane). The second hypothesis
assumes that the pitch is extracted from the periodicity in-
formation (temporal theory). The temporal theory is cur-
rently more widely accepted, since the place theory does
not account for certain pitch-related phenomena that occur
within a single auditory frequency band [36]. The sim-
plest model adopting the temporal theory is based on the
auto-correlation after applying peripheral processing [35].
Several data-driven models have shown to be a robust al-
ternative [12,37]. An open source implementation of [12]
is available 2, which outperforms the state of the art and
is selected here.

3.4 Geometry-related attributes

Geometry, in this context, refers to the physical proper-
ties of sound sources in relation to their position in the

https://github.com/marl/crepe
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space and their size. Note that the focus is on estimat-
ing perceived geometrical properties and not true physical
properties of the sound sources.

Horizontal direction (left-right direction) Defined
as “direction of a sound source in the horizontal plane”
[1]. Since there is one specific attribute about front-back
position (see next attribute), the interpretation of the hor-
izontal direction here is limited to the range from -90°
(right) to 90° (left), and we will refer to it as the left-right
direction. The perception of left-right direction is possi-
ble mainly due to the interaural cues, i.e. interaural time
and level differences (ITDs and ILDs, respectively) that
depend on the location of the source.

The most common models of left-right direction are
based on the coincidence-detection model [38]. Such
models estimate the ITDs at the output of a binaural pe-
ripheral model by finding the lag that maximises the inter-
aural cross-correlation (IACC) at each frequency channel.
ILDs are often computed as the energy ratio between the
left and the right ear for each frequency channel [13]. The
direction of arrival can be then computed using a look-up
table that links the lateral angles to their corresponding in-
teraural differences [13]. The model in [13] is particularly
interesting due to the trade-off between its simplicity, its
accuracy, the quality of its documentation and its verified
code, which is available in [25]. However, if complex phe-
nomena need to be modelled, e.g. precedence effect, more
complex models may be needed.

Vertical direction and front-back position (polar
direction) The vertical direction is defined as “direction
of a sound source in the vertical plane” [1]. The front-
back position is defined as “impression of a position dif-
ference of a sound source caused by ‘reflecting’ its posi-
tion on the frontal plane.” [1]. These two attributes have
been merged here since both are related to resolving the
direction of the sound in the cone of confusion. Localisa-
tion of the polar direction in the cone of confusion (or in
a sagittal plane, if the distance is fixed) is possible due to
the monaural spectral cues [39]. These spectral cues are
systematic changes in the spectrum of the sound due to
the filtering of the torso, head and pinnae, which imprints
systematic spectral changes to the arriving sound.

Models for the localisation in the polar direction are
often based on a template-matching strategy. They com-
pute the spectral cues of the target sound and compare
them with an internal template, obtained by computing the
spectral cues for all the directions available in the head-
related transfer functions (HRTFs) of the listener. The
sagittal-plane localisation model introduced in [14] esti-
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mates the probability for the sound coming from each di-
rection in the polar dimension. The vertical direction and
the front-back position can be computed by restricting the
range of available polar angles in the response range for
the model output. The model is available in [25]. It is
worth mentioning that the models introduced in [18, 40]
might be interesting alternatives to estimate direction by
combining both lateral and polar directions.

Distance: Defined as “perceived distance of a sound
source” [1]. Multiple factors seem to influence the per-
ceived distance, such as the sound-pressure level, the
direct-to-reverberant ratio (DRR), and spatial cues [15].

A model of distance proposed in [15] computes in-
teraural cues, i.e. ITDs, ILDs and interaural coherence
(IC), at the output of a peripheral auditory model. Several
statistics are computed from these interaural cues, which
are fed into a gaussian-mixture-model (GMM) classifier
to estimate the distance. This model seems to provide
promising results when the training and testing environ-
ment have a reverberation time of similar order. Its imple-
mentation is available in [25].

Width: Defined as “perceived extent of a sound
source in horizontal direction” [1]. The term apparent
source width (ASW) is often used, especially in the con-
text of concert hall acoustics. The ASW is one of the two
aspects of the attribute spaciousness introduced in [41],
together with the envelopment. Changes in ASW seem
to be related to the IC and fluctuations in interaural cues,
which can occur due to lateral early reflections [42]. The
ASW has been traditionally measured as 1-IACC, or more
precisely, as 1-IACCg (E for the early part of the room
impulse response), which reflects the connection between
a drop in IC and a wider ASW [43]. This strategy was
adopted in [16, 44], where they estimated the ASW from
the 1-TACC at the output of a peripheral auditory model.
In [16], the energy ratio between a temporal segment and
the previous one is used to determine the early part of the
signal. The latter is selected but, despite a detailed de-
scription, its implementation is not publicly available.

Height and Depth: Defined as “perceived extent of
a sound source in vertical (height) and radial (depth) di-
rection” [1]. To the best of our knowledge, no available
model covers these attributes.

Externalisation: “Describes the distinctness with
which a sound source is perceived within or outside the
head regardless of their distance” [1]. Similarly to dis-
tance perception, externalisation perception seems to de-
pend on several acoustic attributes, such as interaural cues,
monaural spectral cues and DRR [17,45]. Two models de-
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veloped in parallel, introduced in [17] and [46], estimate
the externalisation from a binaural signal by combining
the estimated ILDs, ILD fluctuations and monaural spec-
tral cues. The model in [17], available in [25], includes
a long-term and a short-term memory paths to account
for the effect of reverberation in externalisation, and is se-
lected here for this reason.

Localisability: “Often associated with high/low per-
ceived extent of a sound source. If localisability is low,
spatial extent and location of a sound source are difficult
to estimate, or appear diffuse. If localisability is high, a
sound source is clearly delimited.” [1]. This attribute may
be related to the precision in the localisation responses.
Uncertainty measures, such as the estimated quadrant er-
ror rate [14], are potentially useful to estimate the local-
isability. The model introduced in [18], available in [25],
seems especially relevant, since it covers the full sphere
and provides a probabilistic output. The model computes
ITDs, ILDs and monaural spectral cues of the target sig-
nal and compares it with those of a template derived from
the listener’s HRTFs. The model estimates the probabil-
ity of the target sound coming from each direction in the
sphere (discretised) and computes the maximum a poste-
riori to give a response. Localisability could potentially
be estimated from the posterior.

Spatial disintegration: Defined as “sound sources,
which - by experience - should have a united spatial shape,
appear spatially separated” [1]. This concept is related to
inconsistency of localisation cues resulting in the percep-
tion of multiple sources instead of one (e.g. different fre-
quency ranges of interaural cues containing substantially
different ITD and ILD values). The model of localisation
in the lateral angle introduced in [13] has demonstrated
the capability of localising more than one source, corre-
sponding to the perceptual responses obtained in listen-
ing experiments. The same concept could be applied for
the localisation model introduced in [18], which covers
the full sphere. However, spatial disintegration is a phe-
nomenon that may occur due to early reflections (see cat-
egories 1 and 2 in [47]), for which more complex mech-
anisms should be considered. In any case, to the best of
the authors’ knowledge, there is no established modelling
strategy to making the decision about the disintegration.

3.5 Room-related attributes

Room-related attributes arise from the existence of reflec-
tions in the sound. While reflections may influence all
other attributes in SAQI, this section refers only to at-
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tributes that appear exclusively from room reflections.

Level of reverberation and envelopment by rever-
beration: Level of reverberation is defined as “the per-
ception of a strong reverberant sound field, caused by a
high ratio of reflected to direct sound energy. Leads to the
impression of high diffusivity in case of stationary excita-
tion” [1]. This definition suggests that this attribute refers
to the perception of DRR. While this attribute could be
addressed also from a monaural perspective, in binaural
settings, it is likely related to concepts such as ASW and
envelopment, or to the spaciousness, term used in concert
hall acoustics [41]. Envelopment is defined here as the
“sensation of being spatially surrounded by the reverber-
ation” [1]. Disentangling this attribute from the ASW is
not always easy. However, the ASW depends on the early
reflections, while the envelopment may be more related to
the late reverberation [42]. The level of reverberation and
the envelopment are expected to correlate with the IC of
the binaural signal. In [16], the envelopment is estimated
from the IACC for the reverberant part of the signal, which
is computed from the energy ratio between a temporal seg-
ment and the previous one. This model is selected but,
despite a detailed description in their manuscript, its im-
plementation is not publicly available.

Duration of reverberation Defined as “Duration of
the reverberant decay. Well audible at the end of sig-
nals” [1]. A model introduced in [19] computes peaks
and dips at the output of a peripheral model for each ear,
aiming at segregating the direct sound and the reverberant
field. The perceived reverberance is estimated by combin-
ing the reverberant part of the signals for each ear. Al-
though the model output varied significantly as with the
early decay time, they also correlated to the reverberation
time (RT30). Its implementation is available online > .

3.6 Time-behaviour-related attributes

Time-behaviour-related attributes refer to characteristics
of auditory events in terms of their timing order, the per-
ception of copies of the sound or speed of reproduction.
Pre- and post-echos: Defined as “copies of a sound
with mostly lower loudness prior to / after the actually in-
tended starting point of a sound” [1]. These echoes may
potentially affect multiple attributes, such as localisation,
ASW, timbral aspects, etc. [48]. Since some of the effects
of these echoes are addressed in the specific attributes (e.g.
localisation, ASW, timbral aspects...), we focus here on

*https://github.com/aosses—tue/
binaural-auditory-model-RAA
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the echo thresholds, i.e. the audibility of these echoes.
A model of echo thresholds that includes masking was
proposed in [20], but it is meant to analyse spatial room
impulse responses. Thus, while this model might gener-
ally be useful for predicting the audibility of such pre- and
post-echoes, it has no stage to predict if they are stronger
or weaker compared to a reference.

Temporal disintegration: Defined as “Sound
sources, which - by experience - should have a united tem-
poral shape, appear temporally separated” [1]. To the best
of our knowledge, no available model is suitable to esti-
mate this attribute.

Crispness: Defined as “perception of the reproduc-
tion of transients” [1]. To the best of our knowledge, no
available model is suitable to estimate this attribute. How-
ever, models of time-varying loudness that track instanta-
neous loudness, such as [21] (see Section 3.7) could pro-
vide evidence of differences in the perception of transients
between a target and a reference.

Speed and sequence of events: Speed is defined
as “identical in content and sound, but evolves faster or
slower. Does not have to be accompanied by a change in
pitch” [1]. The sequence of events is defined as the “order
or occurrence of scene components” [1]. To the best of
our knowledge, no available model is suitable to estimate
these attributes.

3.7 Dynamics-related attributes

Dynamics-related attributes refer to the perceived sound
level and how it varies over time.

Loudness, dynamic range and dynamic compres-
sion effects: Loudness is defined as the perceived volume
of sound that increases from the threshold of hearing to the
threshold of pain [30]. The dynamic range is defined in [1]
as “amount of loudness differences between loud and soft
passages”. The dynamic compression effects are defined
as “sound changes beyond the long-term loudness” [1].

The “Cambridge” loudness model has been con-
stantly evolving since 1996, and multiple updates have
been proposed to include new functionalities and account
for new experimental data [49]. The current implementa-
tion of the model [21], available in [25], accounts for bin-
aural, time-varying integration, and computes both long-
and short-term loudness, being suitable to address the
three attributes included in this section. Thus, loudness
can be estimated as instantaneous or as long-term aver-
aged, while the dynamic range can be computed as the
range in which the short-term loudness varies. The dy-
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namic compression effects are expected to be represented
in short- and long-term loudness estimates.

3.8 General attributes

Clarity: Defined as “impression of how clearly different
elements in a scene can be distinguished from each other,
how well various properties of individual scene elements
can be detected” [1]. In room acoustics, this attribute
has been used to measure how increasing reverberation
affects the ability to differentiate among different instru-
ments [41], but it is intended to be more general in the con-
text of SAQI. The traditional clarity is often measured as
the energy ratio between the early and the late parts of the
sound, with the threshold often defined at 50 ms for speech
and or 80 ms for music in concert halls (Csq and Cgg re-
spectively) [41]. To the best of the authors’ knowledge,
there is no model that addresses this attribute in the strict
SAQI sense, and Cr/Cgy may be the closest to quantify
clarity, but from the room acoustics interpretation.
Speech intelligibility: Defined as “impression of
how well the words of a speaker can be understood” [1].
Speech intelligibility is arguably one of the most impor-
tant attributes, since it is central to human communication.
This attribute is often measured by the rate of correct re-
sponses when reporting a heard letter, number, word or
sentence. One of many models of speech intelligibility,
introduced in 2010, has been continuously extended to ac-
count for different phenomena related to binaural hearing,
such as better ear listening, binaural unmasking, etc. [22].
Different versions of the model include stages for normal-
hearing or hearing-impaired listeners. The model is avail-

able in [25].
4. SUMMARY

This manuscript presents a focused literature review on
available auditory models to cover most attributes in
SAQI. The selected models were chosen as a compromise
between easy to use and performance. Thus, it is possi-
ble that the review and the resulting list is not exhaustive,
but a selection in accordance with the objectives of this
work. Otherwise, these models provide a comprehensive
benchmark for perceptual models and can be used to as-
sess and/or optimise spatial audio algorithms.
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