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ABSTRACT

*
 

Extracting the microscopic parameters of a porous material 

is a challenging task, and efforts have been made to create 

models that simulate their properties with minimal data. For 

example, tests to assess macroscopic behaviors like 

tortuosity, which is directly related to microscopic behavior, 

can lead to errors if the measurement tools are not accurate, 

and the same applies to other parameters. Therefore, we 

have developed a minimalistic sound propagation model in 

porous materials with a rigid frame, based on local theory, 

aimed at simplifying the process of obtaining the 

fundamental macroscopic characteristics of porous 

materials, such as their absorption coefficient at normal and 

random incidences, as well as their normal surface 

impedance. The proposed linearized equivalent-fluid model 

includes four phenomenological coefficients that describe 

acoustic propagation through the material. These 

coefficients are determined by the material’s thickness and 

with impedance tube absorption measurements following 

the ISO 10534 standard. Consequently, only the measured 

absorption coefficient—either in one-third or one-octave 

bands—is needed to fully characterize the material acoustic 

behavior. The model has been simulated using the Finite 

Difference Time Domain scheme, and the results show 

strong agreement with the laboratory measurements and 

other well-established semi-phenomenological models. 

Keywords: porous absorber, FDTD, equivalent porous 

material. 
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1. INTRODUCTION 

Sound propagation within the pores of porous absorbers is 

often characterized by its effective density, excluding 

thermal effects, and its effective bulk modulus, disregarding 

viscous effects [1]. Under harmonic conditions, the material 

can be represented macroscopically as an equivalent fluid 

governed by local equations [2]. The initial theoretical 

formulations were introduced by Johnson [3] and later 

refined by Lafarge, leading to the widely adopted JCAL 

(Johnson-Champoux-Allard-Lafarge) model [4], which is 

commonly used to estimate sound absorption in porous 

materials. The literature offers a limited number of porous 

material models applicable to FDTD. While some 

analytical time-domain models exist for rigid-frame porous 

materials, their high computational demands hinder 

practical implementation. In this paper, the Numerical 

Equivalent Acoustic Material (NEAM) is proposed, a 

model with equivalent properties that enable accurate time-

domain simulations of material behavior. The NEAM 

model replaces low-frequency parameters with 

phenomenological coefficients, which must be adjusted to 

ensure that the simulated absorption coefficients match 

those obtained from Kundt tube measurements. 

2. MATERIALS & METHODS 

2.1 Neam Model 

Sound propagation within a porous material can be 

described in time domain using the equations given at the 

JCAL model [4]. In the frequency domain, using the 

exponential notation, these equations can be then 

transformed into: 

mmef pVi   (1) 

mmef VpCi ·  (2) 
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where ρef is the effective density, Cef is the effective 

compressibility, Vm and Pm are the frequency-dependent 

particle velocity and pressure, respectively.  

 

Following Alomar et al. [5], partial fraction expansion of 

the effective density and compressibility leads to the forms: 
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Where ρꝏ and Cꝏ are the asymptotic values of density and 

compressibility as frequency tends to infinity, A and B are 

real constants, and ak and bk are the poles of the functions. 

As noted by Moufid et al. [6], the poles must be positive to 

ensure stable solutions. 

 

Substituting Equations (3) and (4) into Equations (1) and 

(2), along with the auxiliary functions φm and ϕm related to 

the convolution integrals of particle velocity and pressure, 

the inverse Fourier Transform gives: 
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As in example, φm along X-axis gives the next convolution 

term: 

     





t tta
mm dtetxutx k

0

'
'',,  (7) 

The convolution terms in Equations (5-6) reflect the 

material's non-instantaneous response, accounting for 

dispersion effects. If the material is assumed to have an 

immediate action-response behavior, the integral 

contribution can be neglected, simplifying Equations (5-6) 

to: 
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In both cases, the discrete summation in Equations (8-9) 

should yield a numerical real value, and can thus be 

replaced by a constant, frequency-independent variable. 

Similarly, the asymptotic values of density and 

compressibility can be replaced by real values, leading to 

the introduction of the concepts of equivalent effective 

density Ω and equivalent effective compressibility Ψ, as in 

the JCAL model. 

 

The proposed Numerical Equivalent Acoustic Material 

(NEAM) describes porous materials using real values for 

numerical tortuosity, ΩA, and numerical viscosity, ΩB, 

which account for viscous and inertial interactions, while 

the density remains solely dependent on the propagation 

medium. Given that thermal exchanges between the fluid 

and structure may occur due to frame elasticity — leading 

to compression-expansion variations — additional variables 

are needed to capture this behavior. Consequently, 

numerical compressibility, ΨA, and numerical 

thermolability, ΨB, are introduced. Similarly, static 

compressibility is considered dependent only on the 

propagation medium.   

 

Just as the equivalent tortuosity and viscosity remain 

independent of frequency, the equivalent compressibility 

and thermolability do as well. As demonstrated in later 

sections, omitting the convolution term still yields 

acceptable results, suggesting that characterizing porous 

materials without this term could significantly expand the 

applicability of time-domain methods.  The NEAM model 

is therefore defined as follows:   
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For ΩA ≠ ΩB ≠ ΨA ≠ 0, and ΨB = 0, the NEAM model 

approximates the low-frequency model. Furthermore, when 

ΩA = ΨA = 1 and ΩB = ΨB = 0, the NEAM formulation 

converges to the linearized lossless governing equations 

(momentum and mass conservation). 

2.2 Neam coefficients  

To determine appropriate values for the NEAM model 

coefficients (ΩA, ΨA, ΩB, ΨB), input data from a given 

material is required. Specifically, only the sound absorption 

coefficient—measured at normal incidence—and the 

material thickness are needed for the calculation. The 

simplicity of the proposed NEAM method makes it an 

attractive option for practical applications. 

An iterative optimization algorithm is used to compare the 

simulated absorption coefficient with the measured value, 

adjusting the equivalent parameters accordingly. Since 

these coefficients must accurately represent a complex 

physical phenomenon, their evaluation is constrained to 
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ensure a single, well-defined solution, as illustrated in 

Figure 1. 

 

Figure 1. Computed space exploration for 1D 

simulation with a melamine foam porous absorber of 

60 mm thickness. Figure shows the quadratic error, 

in percentage, with respect to an input data measured 

in an impedance tube with ISO 10534-2. 

2.3 FDTD Method 

Domain constitutive equations can characterize a linear 

fluid without losses and are formulated using Euler’s 

continuity equation and the momentum equation [7]. The 

solution of equations (10-11) can be achieved through the 

classical FDTD method, where the partial derivatives in the 

constitutive equations are approximated using central finite 

difference schemes. These schemes employ staggered grids 

for both pressure and particle velocity vector in space and 

time [8]. Given the finite dimensions of the simulation 

domain, the computational space must be constrained to 

prevent unwanted reflections from interfering with the 

region of interest. To mitigate such spurious reflections, a 

perfectly matched layer (PML) is applied, following the 

approach referenced in [8].   

 

For normal and oblique wave incidence, 1D and 2D FDTD 

schemes were implemented, respectively. Simulations were 

carried out using 20 points per wavelength PPWL, 

considering an upper frequency of 4k√2. In the NEAM 

modeling algorithm, the first step involves normal 

incidence evaluation. The objective is twofold: first, to 

compare the simulated absorption coefficients with 

impedance tube measurements as per ISO 10534, parts I 

and II; and second, to determine the equivalent coefficients 

for use in 2D FDTD simulations (oblique incidence). A 

quadratic PML was applied on one side of the FDTD 

domain, while a NEAM with an impervious wall at the rear 

was placed on the opposite side. The algorithm employs a 

summed multiple Ricker wavelet as the input signal, 

designed to achieve a flat frequency response across the 125 

Hz to 4 kHz octave bands. Incident and reflected wave 

components were then extracted using a suitable time-

windowing technique. The complex reflection coefficient, 

R, was subsequently determined via transfer function as, 

   IR pFFTpFFTR /  (12) 

where FFT represents the Fast Fourier Transform, pR 

reflected pressure and pI incident pressure. From this, the 

normal incidence absorption coefficient was computed as in 

[7], 

2
1 Rn   (13) 

A similar methodology was employed in the 2D FDTD 

framework. In this case, oblique incidence was analyzed 

through individually angled simulations, enabling the 

determination of random incidence sound absorption using 

Paris’ integration [9]. The use of oblique incidence in the 

2D FDTD approach was considered to assess whether the 

1D virtual coefficients (from normal incidence) could also 

account for diffuse sound behavior. To control the signal 

incidence angle, periodic boundary conditions were 

implemented at the top and bottom of the 2D domain, using 

the sine-cosine method described in [8]. Since the 2D 

model exhibits periodicity in the Y direction, the NEAM 

effectively behaves as an infinitely extended material. 

Consequently, the absorption coefficient results should not 

be compared with ISO 354 measurements, which are based 

on finite-size samples. Instead, analytical calculations for 

infinite samples must be employed. Due to the frequency-

dependent nature of periodic boundaries, the Ricker wavelet 

is no longer utilized. Instead, sinusoidal waves at one-third 

octave bands from 100 Hz to 5 kHz are used. The 

absorption coefficient is then determined using the standing 

wave method outlined in ISO 10534-1. 

3. RESULTS 

This section provides the results summary obtained from 

FDTD simulations. The NEAM model has been calibrated 

for various materials, demonstrating its versatility across 

different kernels. While originally designed to simulate the 

macroscopic behavior of porous absorbers, its adaptability 

allows it to be applied to other material types, such as fiber-

based structures. To illustrate this, simulations were 
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conducted on two different materials: melamine foam (a 

porous absorber) and a PET sheet (a fiber material). Their 

results were then compared with experimental 

measurements and analytical calculations. Section 3.1 

presents the findings for melamine foam, Section 3.2 covers 

the PET sheet results, and Section 3.3 evaluates the overall 

performance of the algorithm. 

3.1  Melamine foam results 

In reference [10], absorption results for a 60 mm material 

sheet are provided and are used here as a benchmark for 

comparison with the NEAM model. Figure 2 illustrates the 

normal incidence absorption coefficient obtained through 

the 1D FDTD simulations, showing a strong resemblance to 

the measured data. However, below 315 Hz, the model 

slightly overestimates absorption, with a maximum 

deviation of 0.06 at 125 Hz. This discrepancy could stem 

from potential errors in normal incidence measurements at 

low frequencies due to tube length limitations. Notably, 

reference [10] does not provide details on the experimental 

setup, to the best of the authors' knowledge. 

 

Additionally, a mismatch is observed at 4 kHz and 5 kHz, 

likely caused by the one-third octave band averaging 

applied to the continuous FDTD data. This averaging 

process smooth out fluctuations, causing certain values to 

be lost and resulting in a flattened absorption response 

between 3150 Hz and 5000 Hz, which is not present in the 

original FDTD calculations. Figure 3 displays the normal 

incidence surface impedance, which aligns well with the 

analytical results obtained using the JCAL model. 

However, above 2 kHz, slight deviations from the 2D 

FDTD results can be noted. These discrepancies may be 

attributed to two factors: (a) the mismatch in normal 

incidence absorption at the 2 kHz band in Figure 4, which 

increases absorption and, consequently, impedance; and (b) 

dispersion effects in the FDTD method that may shift peak 

frequencies. 

 

At low frequencies, the material behaves as a purely 

reactive and capacitive system, similar to an open electrical 

circuit, where voltage (analogous to pressure) is at its 

maximum and no pressure drop occurs across the material. 

Figure 4 presents the diffuse sound absorption, showing a 

strong correlation with analytical data. As with the 1D 

FDTD results, a minor deviation is observed at higher 

frequencies, though the overall error remains negligible. At 

lower frequencies, the comparison remains consistent, but 

unlike the 1D model, the 2D approach accounts for multiple 

angles of incidence, leading to a more uniformly smoothed 

absorption coefficient response. 

 

 

Figure 2. 60 mm melamine foam normal incidence 

sound absorption computed with 1D-FDTD scheme 

compared with ISO 10534 measurements (red line), 

black line is the FDTD full calculation, and blue line 

is the black line averaged to 1/3 octave bands. 

 

 

Figure 3. 60 mm melamine foam surface impedance 

at normal incidence computed with 1D-FDTD 

scheme. 
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Figure 4. 60 mm melamine foam diffuse field 

calculated using oblique incidence absorption and 

Paris’ formulation. 

3.2 PET sheet results 

In reference [11], a series of PET fiber sheets were tested to 

differentiate between pure and recycled PET. These 

materials typically exhibit moderate absorption, primarily at 

high frequencies. This study focuses on comparing the 

normal incidence sound absorption of a 40 mm recycled 

PET sheet with a surface density of 1.2 kg/m². Since 

reference [11] does not provide macroscopic parameters for 

the JCAL model, a reverse engineering approach was used 

to derive the five necessary parameters from the absorption 

coefficient data. 

 

Figure 5 demonstrates strong agreement between the 1D 

FDTD simulation results and experimental measurements. 

However, the reverse JCAL model shows some variation at 

low frequencies (below 315 Hz), leading to lower 

calculated absorption in that range. Figure 6 presents the 

normal incidence surface impedance, revealing a capacitive 

behavior at low frequencies, similar to that of a porous 

absorber. However, below 250 Hz, the real part of the 

impedance increases in the 2D FDTD results, which 

correlates with an increase in material absorption. At higher 

frequencies, a slight deviation at the peak frequency may be 

attributed to dispersion effects in the FDTD method. 

Nevertheless, the comparison between the NEAM model 

results and analytical data remains highly accurate. 

 
Figure 5. 40 mm PET sheet normal incidence sound 

absorption computed with 1D-FDTD scheme 

compared with ISO 10534 measurements (red line), 

black line is the FDTD full calculation, and blue line 

is the black line averaged to 1/3 octave bands. 

 
Figure 6. 40 mm PET surface impedance at normal 

incidence computed with 1D-FDTD scheme. 
 

Lastly, Figure 7 illustrates the diffuse sound absorption, 

showing excellent alignment with theoretical predictions. 

Below 315 Hz, however, the simulated absorption exceeds 

the analytical results. Given that the JCAL model is 

specifically designed for porous absorbers, it is uncertain 

whether this discrepancy indicates an actual issue. 

Theoretical 1D calculations suggest that at low frequencies, 

the NEAM model aligns well with impedance tube 

measurements, whereas the JCAL model tends to 

underestimate absorption. Since the same parameters were 

used for diffuse field calculations, any initial error in 

parameter estimation may have propagated into the results, 

leading to differences between the FDTD and analytical 

outcomes. 
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Figure 7. 40 mm PET diffuse field calculated using 

oblique incidence absorption and Paris formulation. 

3.3 Algorithm performance 

The complete performance analysis is provided exclusively 

for the 60 mm melamine foam sheet. Due to the exponential 

increase in computation time at low frequencies, as 

discussed in a later section, performance evaluations for 2D 

FDTD simulations were conducted within the 315 Hz to 5 

kHz range.   

 

Section 3.3.1 examines the NEAM model’s behavior under 

different PPWL values, which can help to optimize 

computational efficiency. Section 3.3.2 investigates the 

minimum simulation time required to accurately capture the 

pressure inside the tube for each frequency and incidence 

angle, along with defining a stopping criterion for the 

algorithm. Lastly, Section 3.3.3 outlines the computational 

costs using a six-core AMD Ryzen 5 4500U processor 

running at 3.40 GHz with 32 GB of DDR4 RAM. 

3.3.1 PPWL analysis 

This study analyzes absorption coefficient results using 

different PPWL configurations for both 1D and 2D 

schemes. Figure 8 compares various PPWL values in the 

1D FDTD scheme with measurements taken in a Kundt 

tube. As shown in the figure, no significant differences are 

observed. Consequently, for the 1D case, even the lowest 

value of 6 PPWL produces accurate results.  

 

Since the NEAM model adapts to the given input data 

while maintaining a fixed set of FDTD parameters, the 

absorption coefficient results in the 1D FDTD scheme 

remain consistent, with variations occurring only in the 

NEAM coefficient values. In reality, noticeable differences 

arise only when combining different PPWL values between 

the 1D and 2D schemes. 

 
Figure 8. Measured normal incidence sound 

absorption compared to 1D FDTD simulations using 

different PPWL values for a 60 mm melamine sheet. 

3.3.2 Minimum simulation time 

As previously discussed, the 2D FDTD calculation 

requires a sinusoidal input signal due to the presence of 

periodic boundaries. A key challenge with this 

configuration is the time required for the signal to fully 

propagate at high incidence angles. This issue is 

illustrated in Figure 9, which presents space-time plots. 

Before the signal stabilizes, a ripple effect can be 

observed in the plots. 

 
Figure 9. Space-time plot for a 60 mm melamine 

sheet at 100 Hz and 70º incidence angle. Absolute 

pressure values are represented with [0-300] ms time. 

White continuous line represent the first NEAM layer, 

dashed line c0, and dotted-dash c0·cos(θ). 
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In most cases, the absorption coefficient reaches an 

accurate value after a simulation time of less than 50 ms 

for low incidence angles. However, at higher angles, the 

ripple effect becomes more pronounced. Extending the 

propagation time helps stabilize the pressure, allowing 

convergence to the final absorption coefficient within a 

defined tolerance.   

 

To aid in the analysis, the received signal can be 

averaged over the final milliseconds of each simulation. 

This approach eliminates the initial period before the 

signal reaches the NEAM interface and minimizes the 

impact of potential spatial pressure variations. A mean 

squared error (MSE) analysis was performed to assess 

the variation in absorption coefficient estimation over 

time, showing a progressive reduction in error and 

convergence toward the measured value.   

 

For higher incidence angles, the MSE curves exhibit 

more oscillations, indicating a less uniform convergence 

process, though convergence is still achieved. To better 

evaluate a possible convergence criterion while 

mitigating the effect of these oscillations, a smoothed 

MSE curve was also computed (represented by green 

lines in the figure 10). Using this approach, even in the 

most challenging scenario (1 kHz at 80º), a clear 

convergence criterion can be established, allowing for a 

systematic selection of the stopping point in the 

simulation process. 

 
Figure 10. Computation for a 60 mm melamine sheet 

for 1 kHz at 80º, divided in three rows: 1) Absolute 

space-time pressure, 2) Diffuse absorption coefficient 

calculated using different true values, 3) Mean 

Squared Error (MSE) with the black line representing 

the error using the last time pressure to calculate the 

true value of the absorption coefficient, and dotted 

green line a 10 % sample smooth with an average of 

the last 150 ms as the true value. 

 
Figure 11. Minimum propagation time needed to 

compute the diffuse field sound absorption coefficient 

of a 60 mm melamine sheet, for each angle and 

frequency, with an error of 10-3. True value of alpha 

was calculated with an average of the last 150 ms 

calculation. 

 

Figure 11 illustrates the propagation time required for 

a complete simulation using an MSE of 10⁻³ as the 

stopping criterion. In this color plot, white and black 

shades represent shorter and longer simulation times, 

respectively. It is evident that, with the exception of 

very high incidence angles and low frequencies, 

simulation times under 50 ms are adequate to achieve 

the desired tolerance. 

3.3.3 Computational costs 

A key factor in the algorithm's performance is the time 

required to complete a full material study using 2D FDTD 

with 20 PPWL across the entire frequency range, 

considering all angles. For frequencies between 315 Hz and 

5 kHz, the total computational time was 15 hours. However, 

below 315 Hz and for high incidence angles, the 

computation time increases significantly, with 212 hours 

needed just for the 100 Hz to 315 Hz range. This is due to 

the larger simulation space required for high angles and low 

frequencies, resulting in very high computational costs. 
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Figure 12. Real time expended computing on 2D 

FDTD melamine foam simulation for incidence 

angles in the range [5º-85º] with 5º step and 20 

PPWL. 

4. CONCLUSIONS 

As demonstrated throughout this document, a fluid-like 

linear propagation model for absorbent materials has been 

developed, which can be adapted to common types of 

media such as porous materials and fibers. The model 

exhibits strong correlation between laboratory 

measurements and results obtained via the FDTD method. 

It has been shown that with a single measurement of the 

absorption coefficient at normal incidence, the model can 

accurately characterize the material's frequency response, 

the surface impedance and diffuse absorption coefficient. 

The 2D-FDTD method also aligns well with analytical data 

for infinite samples, though it remains uncertain whether 

the 1D-FDTD coefficient values can be applied to 3D 

simulations. Additionally, it has been confirmed that 

computational time can be optimized by reducing the 

PPWL number without negatively impacting absorption 

coefficient characterization. However, reducing the PPWL 

ratio leads to a loss of certain physical details about the 

material. Nonetheless, due to a lack of information, the 

reliability of the method at frequencies below 315 Hz 

cannot be guaranteed, with a slight overestimation of the 

absorption coefficient expected at lower frequencies. 
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