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ABSTRACT* 

The proposed study involves the deployment of three 
hydrophones in an equilateral triangle configuration 
alongside an underwater sound source that serves as a 
reference point for post-hoc synchronization. By applying a 
band-pass filter centered on the frequency of the emitted 
sound, the time-frequency spectrum output is used to 
evaluate performances of three different algorithms. The 
algorithms use methods of image processing, zero-crossing 
detection, and convolution with a single square wave to 
detect the absolute time offset between a pair of hydrophone 
measurements. The pros and cons of the instrumental set-up 
and of the algorithms are shown, as well as different options 
for their use to retrieve the underwater 3D acoustic field. It is 
illustrated that using convolution with a single square wave 
delivers the most consistent and reliable results in 
synchronization. 
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1. INTRODUCTION 

The study of the underwater three-dimensional acoustic field 
enables ocean floor mapping, source localization, monitoring 
environmental impact of human activities, and identifying 
indicators for changes in the processes acting in the marine 
environment. The common practice of deploying an array of 
hydrophones faces many challenges, such as the uncertainty 
of the underwater sound profile and the capability to cross 
reference the measurements of different autonomous 
hydrophones. Typically, hydrophones are deployed in 
autonomous mode, in which each unit controls its own power 
supply, data sampling, and storage. This characteristic makes 
hydrophones susceptible to clock drifts, as there is no global 
clock to which they can refer, consequently making ad-hoc 
synchronization unfeasible [1]. Furthermore, many 
hydrophones are adhered to data transfer protocols that 
disrupt the sampling process to write data to storage, 
resulting in additional recording gaps. Many of the existing 
synchronization algorithms are based on Dynamic Time 
Wrapping (DTW) [2] method [3-5], which due to high 
computational complexity struggle against large and high-
frequency audio files. [6] uses signal features like spectral 
flatness, zero- crossing rate, and signal energy in pairwise 
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manner and addresses the problem of large number of 
recordings rather than large high-frequency audio signals.  
This project addresses the requirements for the definition of 
a hydrophones synchronization protocol and instrumental 
set-up. This activity aims at potentially connecting a number 
of distributed autonomous hydrophones, in order to increase 
ocean observation strategies. 
To this end, a 5-minute emission of a Gaussian signal at 9 
kHz was selected as a known transmit signal to be received 
by all hydrophones. Subsequently, the investigation focused 
on data-driven synchronization methods, which are event-
based and rely on the 9 kHz signal as a reference. The 
measurements obtained from three hydrophones were 
evaluated and synchronization errors were compared. 

EXPERIMENTAL SETUP 

As part of the SEAmPhonia Project [7], three hydrophones 
were deployed in the Adriatic Sea for a series of different 
campaigns, at various times of the year, under different 
combinations of hydrophones in terms of devices, sampling 
frequency, and settings. The synchronization protocol was 
tested across two distinct campaigns carried out at the Acqua 
Alta Oceanographic Tower (AAOT), a fixed research 
infrastructure managed by the National Research Council of 
Italy in the northern Adriatic Sea, on 16m of depth, 8 nautical 
miles offshore the coast of the Venice lagoon (Global 
Positioning System (GPS) coordinates 45°18′51.288′′N, 
12°30′29.694′′E). 
For each campaign a set of three different hydrophones was 
deployed in a known configuration, as shown in Figure 1. 
Acoustic signals are synthesized by an electrodynamic 
underwater sound source installed on the AAOT, whose 
position is also shown in Figure 1.  

	

Figure 1. Deployment geometry 
 
The cabled hydrophone, connected to the tower, is 
designated H0, while the autonomous hydrophones are 
labelled H1 and H2. The configuration of Figure 1 implies 
that the time difference between the arrival time of the 
emitted sound between any pair of hydrophones cannot be 
obtained by summation of the other pairs time differences. 
The present study refers in particular to two campaigns 
carried out within the project, designated as EXP01 and 
EXP02. It is noteworthy that each measurement possesses 
unique characteristics, including the model of the 
hydrophone and the sampling frequency. 

Table 1. First test settings: period 24/01/2024 – 
07/02/2024 

Hydrophone # bits Sampling rate 
(kHz) 

Sampling 
duration 
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H0 16 96 1h 
H1 16 96 1h 
H2 16 96 1h 

 
H0 is represented by a Multi-Purpose Digital Hydrophone 
(MupHydro) produced by Colmar S.r.l. based on a National 
Instruments NI sbRIO-9651 circuit, while H1 and H2 are 
both a Sono Vault Acoustic Recorder, produced by 
Develogic GmbH whose standard system is equipped with a 
Reson TC4037-3 hydrophone. Overall, each hydrophone 
saved 341, 349, and 214 files, respectively. During this 
campaign, different combinations of synthesized signals 
were generated by the sound source as a point of reference 
for synchronization. The tests highlighted the higher 
sensitivity of the cabled hydrophone H0, compared to H1 
and H2. Multiple reference points have allowed 
segmentation and filtering for the synchronization protocol.  

Table 2. Second test settings: period 03/06/2024 – 
16/06/2024 

Hydrophone # bits Sampling rate 
(kHz) 

Sampling 
duration 

H0 16 96 1h 
H1 16 128 1h 
H2 16 156.250 1h 

 
For this experiment, H0 is the same Multi-Purpose Digital 
Hydrophone (MupHydro) used for the previous campaigns, 
while H1 is a RtSys Sylence LP-440-H-P-S underwater 
recorder equipped with a Colmar GP1516 hydrophone and 
H2 is another RtSys hydrophone. 
As shown in Table 2, for this experiment, each hydrophone 
is characterized by a different sampling frequency and 
sensitivity. Overall, 529 mutual recording files have been 
retrieved between H0 and H1, and 150 mutual recordings 
have been retrieved between both H0 - H2 and H1 - H2. To 
synchronize the measurements, both H1 and H2 signals were 
down-sampled to 96 kHz by using Discrete Fourier 
Transform (DFT) [8]. 
The two experiments, hence datasets, have been used to test 
different synchronization algorithms.  During EXP01 
campaign, two acoustic signals centered at 2 kHz and 9 kHz 
respectively have been synthesized by the sound source, 
while EXP02 campaign offers a long and consecutive 
recording period with a single 9 kHz acoustic signal. In 
addition, as shown in Table 1 and Table 2 the sampling rate 
across all EXP01 hydrophones is 96 kHz, while in EXP02 
the sampling frequency of H0, H1, and H2 are set at 96 kHz, 

128 kHz, and 156.250 kHz, respectively. The 
synchronization approach takes into account the distance 
between hydrophones and the speed of underwater sound, 
which is assumed to be equal to a nominal value of 1500 m/s, 
although its precise value depends on salinity, temperature, 
and pressure. The precise value of the sound speed is not 
needed as this work focuses on the absolute time offset 
between acquired signals by the hydrophones. 

2. SIGNAL SINCHRONIZATION 

In order to achieve the desired synchronization accuracy, 
three distinct approaches have been studied and rigorously 
tested. The first approach entailed the use of spectrogram 
images, exclusively derived from computer vision 
algorithms. The second approach involved zero crossing of 
the second derivative of the signals' integral, with a filtering 
range extending approximately 9 kHz, and the alignment of 
their zeros. Finally, the third approach entailed the 
definition of a step array and the subsequent convolution of 
this array with the signal's 9 kHz band, with the objective of 
identifying the peak time acoustic signal in both coupled 
hydrophones. The aforementioned methods have been 
implemented and evaluated for both EXP01 and EXP02. 
The latter approach yielded the most consistent and accurate 
results, as described in the following sections. 

2.1 Image Processing 

The underlying principle of this approach involves 
leveraging the semantic features of spectrogram images 
generated by SciPy [9][10] to facilitate their alignment. By 
utilizing rectangular kernels, a neighborhood can be defined 
over which morphological transformations can be 
performed. In particular, the difference between dilation and 
erosion of the image, or morphological gradient can be 
exploited to facilitate the delineation of object outline. The 
efficacy of these tools is demonstrated in Figure 2, which 
illustrates the output of this method, where it can be observed 
that low frequency noise is not interfered with the 9 kHz, 
contrary to what has happened to 2 kHz acoustic signal. This 
method is vulnerable to low-frequency noise, which hinders 
its automatic execution due to the necessity for bespoke 
image processing and hard coding. This requires performing 
a series of additional modifications to the spectrogram 
images, including adjustments to brightness, contrast, color 
channels, separations, and image thresholding, among 
others. 
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Figure 2. (1) Time-frequency spectrogram of H2 
from EXP01 which was recorded on 29/01/2024 
at 15:57:30.; (2) final output of morphological 
transformation. 

Another problem is represented by the hollow edges that are 
delivered by morphological gradients. When images are split 
into smaller segments to increase the time resolution 
represented by each pixel, each single pixel displacement can 
return a big error in time. In a nutshell, this methodology 
introduces a novel paradigm in signal processing through 
computer vision; however, it currently lacks consistency and 
robustness, which can be enhanced through future works. 
The process of aligning two images is based on image 
registration [11], which is achieved by using phase cross 
correlation [12] to compute relative shift (vertical and 
horizontal translation) between two images or arrays, being 
notably resilient to noise. See Figure 3 for the expected 
outcome of this method. 

 

Figure 3. (1) Morphologically transformed image of 
H1 from EXP01, recorded on 29/01/2024 at 14:35:19; 
(2) Morphologically transformed image of H2 from 
EXP01, recorded on 29/01/2024 at 14:57:29; (3) 
Blended images of H1 and H2 while H1 is shifted for 
155.97s towards the left, as it was detected by phase 
correlation between the two images. 

Zero-crossing detection  

Inspired by [13], this approach is analogous to the previous, 
but it refers to zero-crossing of the second derivative, to 
evaluate the time delay between two measurements. The 
method uses a band-pass filter with a central frequency of 9 
kHz and a ±150 Hz cut-off to the spectrum, which delivers 
the root mean square (RMS) of the signal, after which the 
integral is then computed, returning an S-shaped curve from 
which the first and second derivatives are calculated 
consecutively, as shown in Figure 4. The difference between 
the zero-crossings of the second derivatives provides the time 
delay between the two measurements. 
Given that the sound travels for approximately 30 
milliseconds from the sound source to H1 and H2, the 
required time resolution in the synchronization process must 
be much less than 30 milliseconds. This inherent challenge 
is reflected in the smoothness of the curve, which decreases 
with decreasing time resolution. To address this issue, a 
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Savitzky-Golay [14] smoothing filter has been implemented, 
although this adversely affects the accuracy of the 
synchronization algorithm.  

 

Figure 4. (1) RMS of H1 recording on 29/01/2024 at 
14:55:19, after being passed through a band-passed 
filter with a central frequency of 9 kHz and a ±150 Hz 
cut-off; (2) Integration of the given RMS; (3) 
Second derivative of the integration without 
smoothing; (4) Second derivative of the integration 
with a Savitzky-Golay smoothing filter and its zero-
crossing showed by the dotted black line. 

Convolution with a step array 

This last method relies on the possibility to convolve a step 
array of 5 minutes with a filtered signal, when the length of 
the acoustic signal is known in advance. This operation shall 
return a curve whose maximum occurs where the step array 
and the 9 kHz signals are fully aligned. This maximum peak 
can subsequently be assumed as the reference point for 
synchronization purposes.  
Convolving two 16-bit integer arrays with size of the order 
106 is time-consuming and can lead to read-only memory 
issues on common-use devices. To address these issues, a 
technique has been employed to extract from the 
measurements only the part containing the 9 kHz signal, 
while ignoring the rest. 
By employing a large sliding window, a time-frequency 
power spectrum is generated that is characterized by low 
temporal resolution, while achieving high frequency 
resolution. A band-pass filter centered at 9 kHz and a ±150 
Hz cut-off is set on the time series and subsequently 
collapsed into a 1D array by averaging. Afterwards, a 5 

minutes single square array is convolved with it to 
approximately detect the region of interest in both 
hydrophone recordings. Finally, low and high time 
thresholds are defined such that both recordings contain the 
9 kHz signals. The time-frequency domain is then re-
examined, with a reduced window size, thereby achieving 
both high-time and low-frequency resolutions. The 
subsequent convolution step is executed after applying the 
aforementioned band-pass filter, truncating the signal 
between the time thresholds identified in the previous step, 
and normalizing each recording to the [0,1] range. This 
technique significantly accelerates the convolution 
calculation and reduces memory requirements. In order to 
further assess the practicality and reliability of the algorithm, 
prior knowledge of the 9 kHz signal was revised. Assuming 
that only an estimated signal length is known beforehand, a 
variation of ±5% to ±10% was introduced to the step array 
length, thereby adding or subtracting 15 to 30 seconds to the 
length of the step, achieving the results shown in Figure 5. 

 

Figure 5. (1) RMS of H0 and H1 from EXP02 
centered at 9 kHz which were recorded on 03/06/2024 
at 23:57:05 and on 04/06/2024 at 00:00:03 
respectively; (2) Results of convolutions that show 
an absolute time offset of 236.7 s between two 
signals. 

RESULTS 

The computer vision approach was tested on a number of 
files from EXP02 using all three hydrophones, with the 
process conducted individually on measurement pairs with 
the challenges outlined in the previous section. The results of 
this algorithm are presented in Table 3, resuming the 
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achieved synchronization time in seconds for a subset of 
analyzed pairs. Precision and accuracy issues arise from this 
method, where the algorithm returns the same values each 
iteration with high precision, but without accuracy. Referring 
to Table 3, it can be noted that while the absolute time 
difference between H2 and H1 equals almost 150 s across all 
listed recordings, the gray shaded row highlights an 
increased delay between H1 and H0, which contradicts the 
observed decreased delay between the H2 - H0 pair, which 
logically is not possible.  

Table 3. Detected time offsets based on the image 
processing algorithm (EXP01) 

H2-H0 H2-H1 
651.525 150.142 
659.203 150.129 
666.983 150.090 
671.267 150.013 

- 150.041 
685.817 150.047 
564.983 150.053 
467.529 150.085 

 
Also, the results of the second derivative method were not 
sufficiently accurate or precise as they drastically change 
with the slightest change in either smoothness (Savitzky-
Golay filter) or integration parameters. This behavior was 
suppressed by enlarging the Fourier windows size, which 
consequently results in a decreased resolution in time which 
makes this method no more useful for our objective to 
achieve a synchronization accuracy of at least 30 ms.  
Finally, the last approach, based on 1D convolution, shows 
the most promising results. Figure 6 reports the final results, 
where each dot represents a pair of recordings and the 
vertical axis reports the detected absolute time delay in 
seconds. 

 

Figure 6. Absolute time offset between all recordings 
of EXP02 for H0-H1 and H0-H2 pairs. The horizontal 
axis shows the index of the recording ordered in time, 
while the vertical axis shows the time offset in seconds 
for each pair of related recordings. 
This algorithm also allowed the detection of interesting 
patterns. For the case study reported in Figure 6, the time 
offset between H0 and H1 shows a linear increase in the 
measurement series (besides a hard reset occurred in the 
middle). Another pattern is evident in both pairs H0-H2 and 
H1-H2, where the clock of H2 suddenly jumps up (to 
increase offset) and then gradually resets back to the main 
trend line. The reason for such behavior traces back to the 
hydrophones’ electronics or to some internal timeout 
thresholds.  
Based on the observed tendency of H0-H1 time offsets, the 
objective is to derive a linear fit, which can be used to predict 
the time offset or to measure the drift between the two 
hydrophones, with outliers being eliminated in the process. 
Due to the high uncertainty associated with these results and 
to the non-linear pattern observed for H0-H2 and H1-H2 
pairs, the algorithm accuracy has been assessed in two ways. 
One consists in synchronizing two recordings based on two 
different signals and then evaluating their differences. 
Another method consists in applying a known delay and 
noise into both signals before running the synchronization 
algorithm in order to evaluate whether it successfully catches 
the superimposed delay. 
After the first method, multiple pairs of EXP01 
measurements including both 9 kHz and 2 kHz signals have 
been considered. The algorithm has been run on each pair 
across time, finding the same returned time offset for both 2 
kHz and 9 kHz signals, as shown in Figure 7. 
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Figure 7. (1) RMS of H0 and H1 from EXP01 
centered at 2 kHz which were recorded on 29/01/2024 
at 14:35:19 and 14:57:29 respectively; (2) RMS of the 
same recordings but centered at 9 kHz; (3) result of 
synchronization based on RMS centered at 2kHz 
delivered 150.18s; (4) the same amount of time offset 
(150.18s) was achieved for the RMS centered at 9kHz. 
To perform the second evaluation approach, 6 different 
delays along with 3 levels of Gaussian white noises have 
been defined and each time, a simulation of 40 iterations has 
been carried out to reduce the randomness effect of each 
generated noise. The estimated delays are multiples of the 
time resolution of the selected spectrogram which 
corresponds to 0.0013s and noises are added with a naive 
assumption of having a target SNR value. In other words, the 
recording is assumed to be noiseless and a Gaussian noise is 
added to achieve a certain SNR value. Under this assumption 
the standard deviation of the Gaussian noise can be 
calculated. 
The final results are presented in Table 4 in which σ1 and σ2 

stand for the Gaussian noise standard deviation that was 
added to H1 and H2 respectively. Each value represents the 
average difference between the inserted delay and the 
detected delay in seconds, and the last row shows the average 
over all delay values detected for a specific Gaussian noise. 

Table 4. Estimated delays are reported for different 
combinations of introduced known delays and noise 
levels. 𝜎1 and 2 stand for the Gaussian noise standard 
deviation that was added to H1 and H2 respectively. 
The values in each cell represents the average 
difference between the detected and the actual delay 
tested on a series of recordings. 

 
 

Added 
Delay 

Standard deviation of noises 
𝜎1=78.9 
𝜎2=18.5 

𝜎1=44.3 
𝜎2=10.4 

𝜎1=14.0 
𝜎2=3.30 

13.3 ms 8.4 ms 2.2 ms 1.3 ms 
26.6 ms 9.5 ms 3.2 ms 2.0 ms 
666.7 ms 12.8 ms 3.8 ms 2.2 ms 
1333.3 ms 13.6 ms 2.4 ms 1.7 ms 
2000.0 ms 29.7 ms 3.1 ms 2.1 ms 
4000.0 ms 11.8 ms 2.4 ms 1.5 ms 

AVG 14.3 ms 2.8 ms 1.8 ms 
 
It is evident that as the noise power increases, the 
synchronization error increases as well, but the algorithm still 
shows a robust performance and achieves the requirement of 
a 30ms error in at least two out of three scenarios. It needs to 
be noted that the actual SNR of the signals is obviously much 
lower than the target value which proves the high accuracy 
of the convolution algorithm. 
Based on these results it is safe to say that the algorithm based 
on the step array convolution with the signal filtered at the 
frequency of the emitted sound delivers the most accurate 
and robust solution. In addition, RtSys Sylence recorders 
show a periodic timer (probably due to electronics) which 
shall be better examined on a longer experiment, to check 
whether an actual pattern occurs. 
Based on the non-linear patterns shown in Figure 6 and on 
the algorithm’s accuracy reported in Table 4 for one-to-one 
synchronizations, we can infer that the synchronization 
protocol should be performed on pairs of recordings rather 
than in sequences. In other words, the synchronization of two 
signals cannot be done by extrapolating their predecessors 
offset or by interpolating the offset of their immediate 
neighbors' files.  

CONCLUSIONS 

Overall, the study contributed to test and evaluate three 
different synchronization protocols, which in principle may 
be extended to different experiments using autonomous or 
independent hydrophones. Also, the uncertainty in 
estimating the offset time through fitting a line can be due to 
the variation in rise time of the sound source mechanical 
response. A way to compensate for that is to replace the 
electrodynamic sound source with a piezoelectric transducer 
which exhibits a better phase response. Moreover, by 
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increasing the distance between the hydrophone pairs, the 
time resolution can be set to higher values as the error margin 
grows accordingly. 
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