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ABSTRACT
Virtual reality (VR) experiences immerse users in a virtual
world distinct from their own environment. In contrast,
augmented reality (AR) applications, such as AR telep-
resence, add virtual objects to the users’ real environment
through semi-transparent displays or visually occluding
devices with camera-based passthrough. At first sight, the
necessary virtual acoustic technologies for both applica-
tions appear similar—position and orientation-dependent
binaural room acoustic rendering. However, the percep-
tual demands on the rendering systems differ consider-
ably. In VR, users can only compare an acoustic ren-
dering to the visual scene they are transported to. In
AR, however, real-world sound sources may coexist with
virtual ones, allowing for auditory comparison between
real and virtual sound. This study compares subjects’
ability to match binaural speech rendering using differ-
ent rooms to a given reference room presented visually,
through another sound source rendered in it, or through
both. Therein, the hypothesis is that subjects will be bet-
ter at matching when an auditory reference is provided.
This experiment illustrates a critical distinction between
acoustic rendering for VR and AR.
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1. BACKGROUND

Whereas virtual reality (VR) experiences immerse users
in a virtual world distinct from their own environment,
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augmented reality (AR) applications add virtual objects
to the users’ real environment. This is achieved through
special head-mounted displays (HMDs) that are either
semi-transparent or have cameras and visually occluding
screens that allow for visual passthrough.

Whether the acoustic rendering of virtual objects is
suitable for VR or AR can be assessed in different ways,
for example by quality ratings [1], or by checking whether
the rendering can cause auditory illusions [2, 3]. Therein,
an auditory illusion is said to take place if listeners be-
lieve a virtual sound source to be real. For either test,
it can be assumed that the outcome partly depends on the
perceptual match between the room acoustic rendering ap-
plied to the virtual object and the user’s expectations to-
wards how the object should sound in the given room [4].
In this contribution, we highlight that the available in-
formation for forming such expectations differs between
VR and AR, potentially leading to different perceptual re-
quirements for the spatial audio rendering.

In VR, an acoustic rendering might be perceived as
matching to the virtual environment if it aligns with the
user’s acoustic expectations formed from exposure to the
visual representation of the virtual room; the user con-
sciously or subconsciously performs vision-to-audio (V-
to-A) matching. Only a few studies have been published
regarding V-to-A matching, still leaving many questions
open [4]. In a recent study, users were asked to adjust the
reverberation time (RT) and the room volume of an acous-
tic simulation to match a room model presented visually in
VR [5]. Participants chose higher RTs and larger acoustic
room sizes for visually larger rooms, but there was consid-
erable inter-subject variability. In another study [6], par-
ticipants were asked to scale a visual model of a concert
hall according to their expectation of room size inferred
from an acoustic simulation, and vice versa. Again, a de-
pendence of RT and room size was found. Other exper-
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iments tested whether the position within a room can be
matched between visual and acoustic rendering. Without
dedicated room acoustic training, this proved to be a very
difficult task for test participants [7], even when listening
with their own ears in a so-called locoscope test [8].

A related type of experiment does not ask subjects to
match visual and auditory renderings directly, but rather
assesses the influence of a mismatch between the two on
other outcome variables. In [9], for example, it was shown
that a mismatched audiovisual presentation leads to lower
scores in a presence questionnaire. Furthermore, it was
shown that such a mismatch leads to lower externalization
ratings for the presented audio [10]. This effect has been
called the room divergence effect [11].

In AR, users will not only see the room they are in, but
real-world sound sources may exist alongside the virtual
ones, allowing for auditory comparison between real and
virtual sources. Crucially, since real and virtual sources
will usually be different and emit different signals, only a
certain degree of acoustic comparability is given. Never-
theless, AR allows audiovisual-to-audio (AV-to-A) match-
ing.

In this study, we compare subjects’ ability to perform
V-to-A and AV-to-A matching. To gauge the relative im-
portance of audio and vision in AV-to-A matching, we in-
clude an audio-to-audio (A-to-A) matching task, where no
room is shown visually. We hypothesize that both AV-to-
A matching and A-to-A matching are easier than V-to-A
matching. This would imply that creating a perceptually
matching rendering is harder for AR than for VR. Note
that we conduct the experiments using a VR headset and
binaural rendering with headphones, so they focus only
on the matching task and not on creating auditory illu-
sions, which would make the requirements for AR render-
ing even more demanding. In the following section, we
describe the rendering approach, the experimental design,
and the three tested conditions in detail.

2. METHODS

2.1 Room Acoustic Measurements and Processing

The spaces selected for the study are 22 rooms in the
“A-Grid” building of Aalto University, where the Acous-
tics Lab is located (Otaakari 5, Espoo, Finland). In each
of these rooms, spatial room impulse responses (SRIRs)
were measured at several source-receiver positions, using
a GRAS VI-50 intensity probe (GRAS, Holte, Denmark)
consisting of six omnidirectional capsules, and a Genelec

Figure 1. Mid-frequency (average of the 500 Hz
and 1 kHz octave bands) reverberation time (T20)
and direct-to-reverberant energy ratio (DRR) of the
22 rooms used in the study.

8331 loudspeaker (Genelec, Iisalmi, Finland), directed
towards the microphone array. The source-receiver dis-
tance of the SRIR selected for the experiment was 1.5 m
in each room. The rooms included seven different stair-
wells/hallways, six meeting rooms, five offices, two lec-
ture halls, a kitchen, and a bathroom. For an overview of
the rooms’ acoustic properties, see Fig. 1.

For the experiment, third-order Ambisonics signals
were created based on the measured microphone array
SRIR using the spatial decomposition method (SDM)
[12]. Therefore, the direction of arrival (DoA) is deter-
mined for each time instance of the response using time
difference of arrival estimation. Then, according to these
estimates, each sample of the omnidirectional responses
was encoded to third-order Ambisonics, as proposed in
[13]. Moreover, the DoAs of each response were rotated
before encoding such that the direct sound always arrived
exactly from the front.

2.2 Anechoic Speech

As speech material, anechoic sentences were selected
from a dataset of anechoic speech of 21 speakers [14].
The material was recorded in a large anechoic chamber at
a distance of 1.5 m from the speaker. The natural level
differences between speakers were not normalized for the
present experiment. 17 speech samples in nine differ-
ent languages were selected from the “native” part of the
dataset, for which participants were asked to record ad-
hoc translations of Harvard sentences to their native lan-
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Figure 2. Screenshots from the HMD during the experiment. Loudspeaker model seen in the middle, user
interface in the foreground. (a) Vision-to-audio condition; the room is shown, but no reference audio playback
is included. (b) Audio-to-audio condition; no 360◦ picture of the room is shown, but now the user interface
contains an extra button labeled “Ref.” on the left that plays the reference audio. (c) Audiovision-to-audio
condition; visual room rendering and reference audio button are included.

guage. The reason for using different languages was to
make listeners focus on the acoustics rather than on the
content of the speech.

2.3 Visual Rendering

In addition to the SRIR measurements, stereoscopic 360◦

pictures were taken with an Insta 360 Pro 2 (Arashi Vi-
sion, Shenzhen, China) camera at the approximate re-
ceiver positions. The stereoscopic 360◦ pictures were pro-
cessed and loaded into Unity as materials, so that they
could be shown in an HMD. As stereoscopic 360◦ pictures
provide depth information, it is possible to add additional
objects to the picture as long as translational movements
are disabled and the objects do not intersect with objects
in the room. Using this method, a loudspeaker model was
added in front of the subject at a distance of 1.5 m. Since
the DoA data was rotated such that the direct sound was
in the front, the loudspeaker model and the direct sound
are precisely aligned, despite possible deviations in the
microphone array and camera rotation.

2.4 Experimental Design

With the acoustic renderings and the pictures at hand,
the listening experiment application was developed.
It consisted of a control program written in Python, a
player for head-tracked Ambisonics playback in Max
MSP (Cycling’74) with the SPARTA ambiBIN [15]
plugin using the MagLS decoder design [16], and a

VR application developed in Unity and presented using
an Oculus Quest 3 (Meta, Menlo Park, USA). The VR
application also featured a simple user interface. The
required audio and visual stimuli, head-tracking data,
and responses were sent between applications using open
sound control (OSC) messages. The audio was played
back using Sennheiser HD 599 (Sennheiser, Wedemark,
Germany) headphones. The following three conditions
were implemented using this setup.

Vision-to-Audio (V-to-A, à la VR): A room includ-
ing the loudspeaker model was shown in the HMD, see
Fig. 2(a). Four auditory renderings using four different
SRIRs could be played back by the participant by clicking
on one of the four play buttons in the left column of the
user interface. One of the responses belonged to the room
shown visually, whereas the other three were randomly se-
lected from the dataset. A different anechoic speech file,
also randomly selected from the speech dataset, was used
for each of the four renderings. The participant’s task was
to select the rendering that matches the room shown visu-
ally by clicking on the corresponding select button (right
column of the interface). Hence, the experiment consti-
tutes a 4-alternative forced-choice (4-AFC) paradigm.

Audio-to-Audio (A-to-A): In this condition, no room
was shown, but a gray background was presented, see
Fig. 2(b). Instead of a visual reference in the V-to-A con-
dition described above, an audio reference rendering is
now provided. Crucially, the reference speech was ren-
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dered in one of the four rooms presented as options, but a
different speech file was used. As the listener has to trans-
fer room acoustic properties from the reference to the four
options in order to compare them, such a reference has
been called “transfer” reference before [17]. It accounts
for the fact that real and virtual objects are unlikely to emit
the same signal.

Such a scenario would resemble an AR application,
where participants cannot see the room. This is a less
likely application case, and the condition is included for
studying the relative importance of visual and auditory
reference in the audiovisual-to-audio condition.

Audiovision-to-Audio (AV-to-A, à la AR): In this
condition, illustrated in Fig. 2(c), the two previous
conditions are combined; both the room was shown
visually, and an acoustic “transfer reference” rendering
was provided. This condition mimics an AR application
where, in addition to seeing the room, a sound source
might be heard that serves as an indirect reference.

The three conditions were presented in blocks, with
the order counterbalanced across participants. In each
block, all 22 rooms served as reference once, so that each
of the three blocks consisted of 22 trials. Before the start
of the study, participants gave their informed consent, and
after it ended, they completed a short questionnaire on de-
mographics and acoustical experience.

2.5 Participants

Twelve participants took part in the study. Most of them
were students in the bachelor’s program “Engineering
Psychology” and some in the master’s program “Acoustics
and Audio Technology”. Half of the participants indicated
having some academic training in acoustics or audio. The
mean age was 24.6 years (SD = 4.7 years), and none of
the subjects reported any hearing loss.

3. RESULTS

The results of the study are presented in terms of percent-
age correct scores in Fig. 3. As the design represents a 4-
AFC task, the guessing rate is pguess = 25%. The median
responses are all clearly above the guessing rate. In the
V-to-A condition, however, there were three participants
who were close to guessing.

Comparing the three conditions, differences become
apparent. The median percentage correct for the V-to-A
condition is at 53.9%, whereas the correct response rate is
almost 20% higher for the AV-to-A condition (71.8%). A

Figure 3. Percentages of correct responses obtained
in the three conditions. The white dots show the me-
dian, and the stars signify statistically significant dif-
ferences.

signed rank test with Bonferoni-Holm correction for the
three comparisons yielded a statistically significant differ-
ence between V-to-A and AV-to-A (p = 0.004).

Interestingly, the percentage of correct answers in
the A-to-A condition, where no image of the room was
shown, is 68.2%, which is thereby much closer to the AV-
to-A condition than to the V-to-A condition. The differ-
ence between visual and auditory matching (V-to-A vs.
A-to-A) was also significant (p = 0.007). This suggests
that pure acoustic matching is easier than matching the
visual appearance of a room to the perceived room acous-
tics.

Fig. 3 also shows a much higher variance in percent-
age correct scores in the V-to-A condition than in other
conditions. While some participants performed much
worse in the V-to-A condition, others had similar levels
of performance between the conditions. We did not find
any correlation between performance and experience in
acoustics research for any of the tasks.
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4. DISCUSSION

The results clearly show that AV-to-A matching, which
mimics an AR application, is much easier than V-to-A
matching encountered in VR. Moreover, the difference
between AV-to-A matching and A-to-A matching is very
small compared to the difference between V-to-A match-
ing and AV-to-A matching. This indicates that even an
indirect acoustic comparison with another source signal
provides much more information for forming expectations
about a room than a visual presentation.

One of the main limitations of this study is that
the transfer-reference and the four test stimuli were co-
located, i.e., they all originated from the one presented
loudspeaker. This does not represent a realistic scenario in
an AR application, and the difference between co-located
and non-co-located transfer-reference should be studied in
a future experiment.

Also, instead of using two speech samples, albeit they
were different from each other, much more dissimilar sig-
nals could be used to examine the matching. For example,
the reference could be a short signal generated when en-
tering a room, such as a few footsteps. Even one’s own
voice could be tested, even though this would be more
challenging to implement.

Lastly, the study could be repeated in real rooms, in
which participants are placed with or without the opportu-
nity of listening to sounds in them, similar to how it was
done in the locoscope test [8].

5. CONCLUSION

We have shown that correct perceptual audiovisual-to-
audio room matching is significantly easier to complete
than vision-to-audio matching, highlighting the strong dif-
ference between the requirements on acoustic rendering
for VR and AR. Moreover, participants performed al-
most as well in an audio-to-audio matching task as in an
audiovisual-to-audio matching task, indicating that hav-
ing access to an acoustic reference in the room facilitates
acoustic matching more than having a visual representa-
tion of the space.
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