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ABSTRACT

The perceptual evaluation of spatial audio algorithms is an
important step in the development of immersive audio ap-
plications, as it ensures that synthesized sound fields meet
quality standards in terms of listening experience, spatial
perception and auditory realism. To support these evalua-
tions, virtual reality can offer a powerful platform by pro-
viding immersive and interactive testing environments. In
this paper, we present VR-PTOLEMAIC, a virtual reality
evaluation system designed for assessing spatial audio al-
gorithms. The system implements the MUSHRA (MUIti-
Stimulus test with Hidden Reference and Anchor) evalua-
tion methodology into a virtual environment. In particular,
users can position themselves in each of the 25 simulated
listening positions of a virtually recreated seminar room
and evaluate simulated acoustic responses with respect to
the actually recorded second-order ambisonic room im-
pulse responses, all convolved with various source sig-
nals. We evaluated the usability of the proposed frame-
work through an extensive testing campaign in which as-
sessors were asked to compare the reconstruction capa-
bilities of various sound field reconstruction algorithms.
Results show that the VR platform effectively supports
the assessment of spatial audio algorithms, with generally
positive feedback on user experience and immersivity.
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1. INTRODUCTION

Spatial audio is a trending research field focused on un-
derstanding, recreating, and optimizing 3D auditory envi-
ronments [1], providing listeners with an immersive and
interactive listening experience. Applications range from
virtual and augmented reality [2] to gaming [3], telecon-
ferencing and remote concerts [4], where precise sound
localization and an enhanced sense of presence enrich user
engagement and perception.

The usual spatial audio pipeline [5,6] begins with cap-
turing the sound scene, followed by a processing stage
where the spatial information is either modified or in-
ferred (especially for aspects that cannot be measured di-
rectly) and ends with a reproduction phase in which the
(potentially altered) scene is auralized. Various special-
ized techniques each contribute to different aspects of this
general pipeline. Among the others, we can cite for ex-
ample: microphone array processing [7], which lever-
ages strategically arranged microphones to capture audio
with higher spatial resolution; Sound Field Reconstruc-
tion (SFR) [8-13], to recover the entire acoustic environ-
ment from limited microphone signals; directional source
analysis [14], which studies the spatial energy distribu-
tion of sound sources; Head-Related Transfer Function
(HRTF) personalization [15], that adapts the experience
to an individual’s head and ear shape for a more accu-
rate listening experience; and binaural reproduction meth-
ods [16] to deliver localized sound directly to each ear,
mimicking natural listening and enhancing the sense of
presence. Although objective metrics play a critical role in
objectively assessing many of such techniques, they do not
fully capture the details that contribute to a listener’s sense
of realism. In fact, in spatial audio, the goal extends be-
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yond merely reproducing an accurate acoustic field; it also
involves rendering a plausible and immersive experience,
where listeners feel as if they are part of the scene. This
subjective dimension of perception is inherently complex.
Consequently, robust evaluation of spatial audio systems
relies not only on objective measurement [17] but also on
subjective experiments that address how listeners actually
experience the audio, assessing perceptual attributes such
as localization accuracy, spatial clarity, immersion, and
externalization.

The standard approach for subjective sound qual-
ity evaluation is based on direct comparison meth-
ods, as outlined in the recommendations of the Inter-
national Telecommunications Union (ITU) [18-20]. In
recent years, methodologies such as the well-known
MUIti-Stimulus test with Hidden Reference and Anchor
(MUSHRA) [21] have become widely adopted, offering
a structured framework for assessing quality variations
between multiple stimuli relative to a reference. This
approach enables participants to systematically compare
different versions of an audio signal, facilitating a de-
tailed evaluation of perceived differences across specific
attributes. Beyond direct comparison, other evaluation
methodologies provide complementary insights into lis-
teners’ perception and evaluation of sound quality. These
include sensory analysis protocols [22], indirect compar-
ison methods [23], and behavioural analysis techniques
[24].

The need of evaluation techniques for spatial audio
algorithms has led to adaptations of traditional subjec-
tive testing methodologies, resulting in the development
of specialized test setups. Free-field listening tests in con-
trolled environments [25] and binaural playback evalu-
ations using HRTFs [26] provide valuable insights into
key spatial audio attributes such as localization accuracy
and spatial perception. Moreover, in the last few years,
with the rise of Virtual Reality (VR) and Augmented Re-
ality (AR), spatial audio evaluation has gained new sig-
nificance. VR-based assessment methods [27] offer a
controlled yet immersive environment, enabling real-time
testing of spatial audio reproduction in interactive scenar-
ios. Thanks to the introduction of a visual experience,
these methods enhance the perceptual realism of the vir-
tual test scene and allow for precise evaluation of spa-
tial immersion under dynamic conditions, supporting the
refinement of spatial audio rendering techniques. Addi-
tionally, the ability to continuously track user behaviours,
such as its movement and head rotation, provides valu-
able data for result analysis [28], offering deeper insights
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into how listeners interact with spatialized audio. Finally,
VR systems also enable the implementation of diverse test
modalities, further expanding the scope of spatial audio
evaluation [29].

In this article, we introduce VR-PTOLEMAIC: a Vir-
tual Environment (VE) for the perceptual testing of spatial
audio algorithms. Our framework integrates a real-world
acoustically sampled environment (namely, a seminar
room [30]) into a VR-based evaluation system. Building
on previous work on sound field synthesis for 6 Degrees
of Freedom (6DoF) navigation [28, 31, 32], we render
spatial audio using multiple second-order Ambisonic re-
ceivers, which listeners experience through head-tracked
headphones while visually exploring the VE via a VR
headset. By embedding the acoustical characteristics of a
real room into a virtual setting, VR-PTOLEMAIC allows
for direct comparison between measured and synthesized
sound fields, enhancing the validity of subjective evalua-
tions by exploiting a MUSHRA-like testing framework.
Moreover, in addition to traditional perceptual assess-
ments, the system also incorporates real-time behavioural
tracking, providing insights into how users interact with
spatialized audio and the experience. This multimodal ap-
proach offers a tool for precisely evaluating spatial audio
perception under realistic conditions. To validate the pro-
posed framework, we conducted an extensive evaluation
campaign in which 15 participants assessed various SFR
algorithms designed to reproduce the pressure field in the
virtual seminar room. The rest of the manuscript presents
the evaluation system (Sec. 2), its validation (Sec. 3) and
a discussion on the results (Sec. 4).

2. EVALUATION SYSTEM

Perceptual tests for spatial audio in VR require a mul-
timodal environment that involves visual content, audio
content and interactivity in order to maintain in the asses-
sor a sense of presence and immersivity during the eval-
uation procedure. The following section presents a VR-
based evaluation system for assessing spatial audio per-
ception. As shown in Fig. 1, the platform integrates a VR
application implemented in Unity ' and a Max 2 -based
audio processor, communicating via Open Sound Control
(OSC) over User Datagram Protocol (UDP) for real-time
interaction. By means of a VR headset with its controllers
and headphones, users are able to navigate a 3D model of

! https://funity.com
2 https://cycling74.com
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Figure 1: Overview of the proposed evaluation plat-
form.

the test environment, select positions, and evaluate spatial
audio attributes interacting with a MUSHRA-based GUL
The audio is processed dynamically allowing to listen and
compare different SFRs. The stimuli proposed are the re-
sponse of a convolution between anechoic sound samples
and measured or reconstructed Ambisonic Room Impulse
Responses (A-RIRs)s. Given that the visual content is
rendered by the VR headset itself, the platform does not
require a VR-ready Personal Computer (PC) in order to
perform test sessions. Also, the software is designed for
the Meta? Quest 2 VR-headset, which allows for 6DoF
movement tracking without the need of external sensors,
and the binaural audio reproduced on closed-ear head-
phones does not require specific characteristics for the test
room.

2.1 Visual content management

The first component of the platform is an application de-
veloped in Unity and preloaded on an all-in-one VR sys-
tem. It is used to immerse the assessor in a VE, to in-
teract with the Graphical User Interface (GUI) developed
to perform the evaluations and to track user position and
rotation.

The VE presented to the assessors (Fig. 2) is the 3D
model of the seminar room presented in the HOMULA-

3 https://www.meta.com
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Figure 2: The 3D reconstruction of the seminar room
in VR.

RIR dataset [30]. It can be noticed that, behind the main
desk, 2 spheres are added to identify the location of the
sound sources employed during the A-RIRs measurement
campaign. The system allows for potential free naviga-
tion with 6DoF. However, due to the specific nature of
the dataset [30], in which the sound field is discretized
into 25 spatial positions (corresponding to the position of
the chairs in the room), user movement is constrained to
these predefined points. Throughout the evaluation ses-
sion, the assessor can take full advantage of head rotation
and exploit teleportation to move in the room by means of
a dedicated UI screen, represented in Fig. 3a. The GUI for
the evaluations (shown in Fig. 3b) is an implementation of
the one presented in [21], with the addition of a section for
source selection and a button that opens the seat selection
screen. In addition, an info button located next to the at-
tribute title shows a short description of the attribute when
clicked. The Ul is attached to the left controller following
its movement, so it can be moved in a convenient posi-
tion by the user or activated and deactivated by means of
a button on the same controller.

2.2 OSC protocol setup

The interaction between the VR software and the external
sound processing application is implemented through ad-
ditional components taken from a Unity extension asset,
ext0SC*, that uses UDP to send customized OSC mes-
sages on an IP network. These components are C# scripts
attached to all the UI elements and to the main camera ob-
ject, which represents the point of view of the user. Each
interaction with Ul elements triggers a different OSC mes-
sage according to the specific function of the element. In

* https://assetstore.unity.com/packages/tools/input-
management/extosc-open-sound-control-72005
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Figure 3: Seat selection Ul (a) and Virtual reality
implementation of the MUSHRA UI (b)

particular, buttons on the seat selection menu trigger a
string type message that encodes the chosen seat position
in order to recall the correct A-RIR in the sound process-
ing phase. Also, during the entire evaluation session, the
extO0SC components attached to the main camera, trans-
mit two distinct OSC messages at frame rate, encoding the
camera’s positional and rotational 3D coordinates.

2.3 Interactive audio content and data management

The second component of the proposed evaluation plat-
form is a Max project running on a PC. It handles all the
OSC messages received from the VR system and streams
spatial audio in real-time according to user inputs on the
GUI and user positional and rotational data. This compo-
nent also takes care of collecting all the evaluation results
and saving them in text files together with user behaviour
data (time tracking, evaluated attribute and selected seat).
It also serves as a control panel for the test administrator,
allowing him/her to view and change settings before and
during tests.

The spatial audio processing chain is reported in
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Fig. 4. All the measured and reconstructed A-RIRs are
imported in a dedicated buffer and recalled by the RIR se-
lector whenever the assessor selects a spot from the seat
selection menu (Fig. 3a) or switches between test items
on the evaluation menu (Fig. 3b). Test administrators can
select or import anechoic mono audio samples for each
sound source. These are separately convolved with the
related A-RIRs by the multiconvolven~ object from
HISSTools package [33] before being summed up. The
resulting multichannel audio signal is sent to the SPARTA
ambiBIN plugin [34] that operates real-time rotation and
binaural decoding. The output of the whole pipeline is a
binaural audio stream that is sent to a pair of closed-ear
headphones. An optional low-pass filter can be switched
on if needed, e.g. to filter the reference signal and use it
as an anchor in MUSHRA [21] tests.

3. SYSTEM VALIDATION

To validate the proposed VR-based evaluation framework,
we used SFR as a test scenario and conducted listening
tests within the VR environment. SFR is a fundamen-
tal task in spatial audio, focused on estimating the pres-
sure field in regions where direct measurements cannot
be obtained. Capturing the acoustic field over a broad
spatial area and across the entire audible frequency range
requires extensive experimental resources, which is often
not feasible. Instead, SFR techniques employ a limited
set of observations to interpolate or extrapolate the acous-
tic field, offering a more practical alternative [35]. Using
a MUSHRA test methodology, participants assessed vari-
ous SFR methods, comparing artificially generated signals
against reference signals taken from [30]. The collected
responses, along with participant reliability metrics, were
analyzed to assess both the accuracy of the reconstruction
methods and, more importantly, the suitability of the VR-
based evaluation framework in the spatial audio context.

3.1 Evaluation procedure

During the procedure, participants were first asked to
complete a familiarization phase to become acquainted
with the tasks, the audio samples, the controllers, the tele-
portation system and the UI used to evaluate reconstruc-
tion algorithms. This was followed by the assessment
phase, consisting in three evaluation trials. In each trial,
a different audio sample is convolved with the 25 A-RIRs
generated using 4 SFR algorithms that the assessor has to
evaluate according to 4 attributes with respect to an ex-
plicit reference signal. The anechoic mono audio sam-
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Figure 4: Interactive spatial audio processing schematics.

ples (10 to 15 s in length) were chosen from two different
datasets. Specifically, the test excerpts were taken from a
female voice sample and a male voice sample in the EARS
dataset [36], along with an instrumental performance from
the URMP dataset [37].

For the evaluation of each attribute, five different au-
dio stimuli were proposed. Besides the explicit refer-
ence, which is the audio stream of the sample convolved
with the measured A-RIRs taken from the HOMULA-RIR
dataset [30], the stimuli to be evaluated were:

Hidden reference S,.; - Sample convolved with the
measured A-RIRs presented without explicit identifica-
tion to determine evaluators reliability;

Non-parametric solution S4 - Sound-field recon-
structed employing an amplitude matching method
(38];

Low audio quality solution S, - Low-pass filtered ver-
sion of the reference with a cutoff frequency of 3.5 kHz,
which reduces frequency response quality while pre-
serving spatial response quality;

Parametric solution S - Sound-field reconstructed em-
ploying a virtual miking parametric methodology [9].

Attributes, each one characterized by a specific values
range, are chosen in order to collect ratings on both sound
quality and spatial audio quality:

Basic Audio Quality [0 - 100] - Global attribute used to
judge all detected differences between the reference and
the object [21].

Localizability [More difficult - Easier] - Attribute that
correlates with the perceived spatial extent of a source.
Localizability [39] is low when spatial extent and loca-
tion of a sound source are difficult to estimate or appear
diffuse. It is high if a sound source is clearly delimited.

6429

Spatial Quality [Low Quality - High Quality] - A mea-
sure of the ability of the item to acoustically describe the
presented scene with respect to the reference. Takes into
account all spatial characteristics, e.g., depth, width, spa-
tial distribution, reverberation, spatialization, distance, en-
velopment, immersion.

Timbral Quality [Low Quality - High Quality] - How
accurately the item maintains the original harmonic con-
tent, tone color, and spectral balance of the sound with
respect to the reference.

Test sessions were carried out on a Meta Quest 2 headset
with Sennheiser HD380 Pro headphones and a Behringer
MicroAMP HA400 headphone amplifier while test ad-
ministration and audio processing were carried out on a
laptop equipped with an Intel Core i7-7700HQ CPU and
16GB of RAM.

4. RESULTS AND DISCUSSION

The proposed VR-based system was evaluated consider-
ing its ability to facilitate subjective spatial audio assess-
ment and its impact on user interaction. Fifteen partici-
pants (13 male, 2 female) took part in the listening tests,
with an average age of 26.9 years (SD = 4.0). All but
one held a university degree, and all had prior experience
in music. None reported hearing impairments, while three
participants had no previous experience with VR. Follow-
ing the guidelines outlined in [21], four assessors were
excluded from the aggregated analysis, as they rated the
hidden reference condition below a specific threshold for
more than 15% of the test items. The MUSHRA test re-
sults are summarized in Fig. 5, organized by the evaluated
attributes. In particular, the results obtained show that par-
ticipants were able to distinguish between the different re-
construction methods with a high degree of consistency.
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Although not central to this study’s validation, these find-
ings highlight the practical efficiency, usability and utility
of the proposed evaluation framework in gathering test re-
sults for spatial audio applications.

Additionally, user behaviour within the virtual scene
was analyzed through head-tracking and teleportation data
to gain insights into how participants interacted with the
spatial environment during the evaluation. Fig. 6 presents
the teleportation tracking results. In the figure, each po-
sition where a participant teleported is represented by a
circle. The diameter of each circle corresponds to the
amount of time spent in that location, providing an indi-
cation of where users preferred to linger during the listen-
ing tasks. Meanwhile, the greyscale shading of the circles
reflects the frequency of teleportation events to that spe-
cific position: the darker the shade, the more often users
moved to that spot. Participants predominantly teleported
in frontal positions, likely because these areas provided
clearer spatial cues and more informative perspectives for
evaluating source localization and sound field characteris-
tics. Nonetheless, they also explored the other available
positions throughout the room with relative consistency.

In addition to behavioural tracking, participants com-
pleted a questionnaire at the end of the session to assess
user experience and usability. Most users described the
system as intuitive in terms of user interface and overall
user experience, with several highlighting that the VR in-
terface helped them better perceive differences in spatial
attributes. A few users reported mild discomfort associ-
ated with wearing a head-mounted display for extended
periods, primarily due to the physical weight of the device
during prolonged use. These results support the system’s
potential as an effective platform for spatial audio evalu-
ation, combining perceptual assessment with behavioural
data and providing an informative testing environment.

5. CONCLUSION AND FUTURE WORK

We introduced a VR-based system for evaluating spa-
tial audio reproduction, integrating real acoustic measure-
ments into an immersive and interactive environment. The
system was assessed through structured listening tests,
which included a comparative evaluation of SFR algo-
rithms, and focused on perceptual attributes such as audio
quality, localizability, and spatial and timbral quality. Re-
sults demonstrated that the platform effectively supports
the evaluation of spatial audio algorithms, offering per-
ceptual feedback comparable to traditional setups. Future
work will refine the user interface and tracking analysis,
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Figure 5: Results of the evaluations aggregated for
attribute.
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Figure 6: User behaviour tracking. Circles dimen-
sion represents the time spent in that position. The
gray scale represents the number of teleportation oc-
currences.

with a focus on integrating detailed behavioural metrics.
The simulation framework is planned for release as an
open research tool.
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